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Abstract 

Noise in digital image processing is a noise that occurs at pixel values due to random colour intensity. 
Several types of noise models include Gaussian noise, speckle noise, impulse noise, and Poisson noise. 
Before processing image data, a noise reduction process is required. One of the noise reduction 
algorithms used for gaussian noise models is Non-local Mean. This algorithm performs calculations 
sequentially on each pixel in the search block. Due to a large number of pixels and search block area in 
the image, the noise reduction process using the Non-local Mean algorithm is very slow. This study 
proposes the concept of parallel calculations for the Non-local Mean algorithm. This concept divides the 
search block into three parts and performs calculations on each part simultaneously. The experimental 
results show that the Non-local Mean algorithm with parallel calculations can reduce noise up to 30% 
faster if the noise standard deviation is above 30. 
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INTRODUCTION 

A necessary noise reduction process 
should be done before image data is analyzed 
[1]. Denoising is a process in image 
preprocessing to reduce noise while preserving 
the texture of digital images [2]. A suitable digital 
image denoising method will remove noise 
without reducing the image's texture [3]. Several 
digital image denoising methods exist, including 
Median Filter, Non-local Means, and Edge 
Preserving [4]. The Median Filter method has 
been applied by [5], focusing on reducing 
impulsive noise models with very high intensities. 
[6] proposed the Non-local Means algorithm by 
applying the concept of self-similarity. [7] 
proposed a Edge Preserving algorithm to reduce 
Salt and Pepper noise with parallel computing. 
The Non-local Means algorithm can combine two 
essential attributes in digital image denoising: 
preserving texture/edges and reducing noise [8]. 
The concept of self-similarity applied in the Non-
local Means algorithm makes the calculation 
intensive [9]—a large number of iterations for 
calculating weights performed serially results in a 
relatively longer denoising process [10]. The 
Non-local Means algorithm applies the concept 
of self-similarity to calculate weights in reducing 
noise in a digital image pixel [11]. The calculation 

is performed on all pixels within a search block of 
21 x 21 pixels for noise standard deviation less 
than 30 and 35 x 35 for noise standard deviation 
more significant than 30 [12]. Calculating weights 
serially within the search block makes this 
algorithm run slowly. The Non-local Mean 
Algorithm has a relatively slow reduction 
processing time when calculating the weights for 
the search blocks performed on each pixel in the 
image [13]. For example, in an image with 64 x 
64 pixels and a noise standard deviation of 50, 
the search block used is 35 x 35 in size, and the 
patch size is 5 x 5. The iterations performed to 
reduce noise in the image amount to 
125,440,000 repetitions. In the original Non-local 
Mean algorithm, the search for a new pixel value 
to replace the noisy pixel value is done serially 
within the search block [14]. Parallel computation 
can overcome this issue. Parallel computation is 
performed by dividing the search block into three 
parts, and each part runs independently to 
calculate the weights used in reducing noise. 

This research proposes a method for 
digital image denoising using the Non-local 
Means algorithm by applying parallel 
computation. Parallel computation divides the 
serial iterations in the Non-local Means algorithm 
into several parts to be independently calculated. 

https://doi.org/10.23887/janapati.v12i2.58996


ISSN 2089-8673 (Print) | ISSN 2548-4265 (Online) 
Volume 12, Issue 2, July 2023 

 

Jurnal Nasional Pendidikan Teknik Informatika : JANAPATI | 165 
 

Therefore, this proposed concept can save time 
in the digital image denoising process using the 
Non-local Means algorithm. 
 
METHOD 

The Non-Local Mean algorithm reduces 
noise in a pixel within an image by calculating 
the pixel values within a search block [14, 15]. 
The size of the search block used shows in 
Table 1 and Table 2. 

  
Table 1. Patch and Search Block Size in Color 

Images 

σ Patch Search 
Block 

h 

0 ≤ σ ≤ 30 3 x 3 21 x 21 0.55 σ 

30 < σ ≤ 60 5 x 5 35 x 35 0.40 σ 

60< σ ≤ 

100 

7 x 7 35 x 35 0.35 σ 

 
Table 2 shows the patch and search block 

sizes used based on the standard deviation 
value if the input is a grayscale image.  

 
 

Table 2. Patch and Search Block Size in 
Grayscale Images 

σ Patch Search h 

Block 

0  ≤ σ ≤ 

15 

3 x 3 21 x 21 0.40 σ 

15 <σ ≤ 

30 

5 x 5 21 x 21 0.40 σ 

30 <σ ≤ 

45 

7 x 7 35 x 35 0.35 σ 

45 <σ ≤ 

75 

9 x 9 35 x 35 0.35 σ 

75<σ≤100 11x11 35 x 35 0.35 σ 

 
The first step is to create a search block 

with its center being the pixel to be denoised. 
Next, the similarity between the two patches is 
calculated. The first patch is center on the pixel 
to be denoised, and the second patch is center 
on each pixel in the search block using the 
Euclidean distance. Each similarity value is 
multiply by the pixel in the search block that is 
the center of the patch. Figure 1 shows two 
patches within a search block, where patch q is 
the patch center on all the pixels in the search 
block, and patch p is the patch center on the 
pixel to be denoised. 

 

 
Figure 1. An Example of Patches within a Search Block 

 
Based on the example of a search block in 

Figure 2, the calculation of patch similarity using 
Equation (1) is done as follows: 
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𝑑2(𝐵(𝑝, 𝑓), 𝐵(𝑞, 𝑓)) =13(2𝑓+1)2 ∑ ∑ (𝑢𝑖(𝑝𝑗) − 𝑢𝑖(𝑞𝑗))2𝑗∈𝐵(𝑝,𝑟)3𝑖=1                  (1)                                                  

 
The similarity between the two pixels is 

calculated using the Euclidean distance 𝑑2(𝐵(𝑝, 𝑓), 𝐵(𝑞, 𝑓)) of two patches sized 2f+1 x 

2f+1 pixels centered on pixels p and q.  
For grayscale images, the similarity value 

for all three red, green, and blue channels will 
be the same. However, for color images, the 

values will be different, adjusted to the value of 
each pixel in both patches.  

The proposed method modifies the Non-
local Mean algorithm using a parallel concept. 
This method divides the search block into three 
parts; each search block has three independent 
similarity calculation processes. After these 
three processes are completed, the values in 
each block are added and divided by three. The 
process is illustrate in Figure 2.  

 

 
Figure 2. An Illustration Process of Search Block With Parallel Computation 

  
The final step in finding the similarity 

value using Euclidean distance is to add all the 
similarity values for the red, green, and blue 
channels together and divide them by the 
product of the patch radius. This value will use 
to obtain the weight, calculated using Equation 
(2). 

𝑤(𝑝, 𝑞) = 𝑒−max (𝑑2 −2𝜎2,0.0)ℎ2         (2) 

The weight w(p,q) depends on the 
similarity between the patch centered at pixel p 
and the patch centered at pixel q, with h as the 
degree of filtering and σ as the standard 
deviation when noise is added to the image. The 
patch is a 2-dimensional matrix whose values 
are taken from the RGB values inside the pixel. 
The weight is calculated using an exponential 
function that involves the standard deviation, the 
similarity value, and the degree of filtering. The 
degree of filtering shows in Tables 1 and Table 
2. After the weight is obtain, the next step is 

multiplying the weight with all the pixel values in 
the search block and then summing them up. 
The result of this sum is divided by the 
normalization coefficient, which is the sum of all 
the weights in the search block. The 
normalization coefficient is calculated using 
Equation 3. The result of this division is the new 
pixel value that is used to replace the old pixel 
value. The above process is repeated from the 
input images first to the last pixel. 

 𝐶(𝑝) = ∑ 𝑤(𝑝, 𝑞)𝑞∈𝐵(𝑝,𝑟)         (3) 

RESULT AND DISCUSSION 
The experiments were carried out utilizing 

a computing platform equipped with an Intel 
Core i7 2.4 GHz CPU, 12 GB RAM, and the 
Microsoft Windows 10 64-bit operating system. 
The development environment consisted of 
Netbeans 7 IDE and Java programming 
language. 

The efficacy of the proposed parallel 
calculation Non-local Means algorithm in 
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reducing noise was examined using MSE and 
PSNR analysis. The value differential between 
the input image object and the noise-reduced 
image object is used in the calculations for MSE 
and PSNR. The results for MSE and PSNR for 
the serial and parallel Non-local Means 

algorithms for image “Mandrill.jpg” are shown in 
Table 3. The MSE and PSNR values of the serial 
Non-local Means and parallel Non-local Means 
algorithms do not vary significantly for each 
given image size and noise standard deviation, 
as can be seen in Table 3.

 
Table 3. PSNR and MSE Values with Mandrill Test Image.jpg 

 

Image Size σ 
Non-local Means Serial Non-local Means Paralel 

MSE PSNR (dB) MSE PSNR (dB) 

64 x 64 

10 254,94 24,07 279,85 23,66 

20 298,06 23,39 322,11 23,05 

30 391,03 22,21 422,24 21,88 

40 600,52 20,35 605,75 20,31 

50 623,69 20,18 640,25 20,07 

60 663,86 19,91 678,88 19,81 

70 1072,38 17,83 1169,22 17,45 

80 957,91 18,32 990,03 18,17 

90 934,85 18,42 960,94 18,3 

100 950,44 18,35 988,3 18,18 

128 x 128 

10 209,95 24,91 232,46 24,47 

20 248,8 24,17 283,49 23,61 

30 324,45 23,02 339,82 22,82 

40 324,45 23,02 487,7 21,25 

50 478,11 21,34 517,59 20,99 

60 506,3 21,09 599,59 20,35 

70 580,37 20,49 863,54 18,77 

80 836,63 18,91 803,23 19,08 

90 742,47 19,42 763,99 19,3 

100 780,15 19,21 782,57 19,2 

256 x 256 

10 182,81 25,51 189,02 25,33 

20 219,3 24,72 235,37 24,41 

30 289,04 23,52 300,84 23,35 

40 417,98 21,92 426,97 21,83 

50 460,48 21,5 465 21,46 

60 531 20,88 544,62 20,77 

70 741,35 19,43 749,21 19,38 

80 678,26 19,76 691,75 19,73 

90 694.63 19,71 692,71 19,73 

100 716,88 19,58 729,68 19,5 

512 x 512 

10 169,62 25,84 175,86 25,68 

20 205,35 25,01 214,92 24,81 

30 272,02 23,78 280,73 23,65 

40 374 22,4 377,82 22,36 

50 415,08 21,95 417,4 21,93 
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Image Size σ 
Non-local Means Serial Non-local Means Paralel 

MSE PSNR (dB) MSE PSNR (dB) 

60 487,97 21,25 490,14 21,23 

70 668,38 19,88 674,47 19,84 

80 622,14 20,19 629,14 20,14 

90 630,76 20,13 643,55 20,11 

100 668,01 19,88 668,08 19,88 

 
 

 Figure 3. Graph of Noise Reduction Time 
Mandrill.jpg Size 64 x 64 Pixels 

 
Table 4 and Figure 3 show the results of 

noise reduction for 64 x 64 pixel images. When 
the noise standard deviation is 20, the serial 
Non-local Means algorithm has a reduction time 
of 1 second that is shorter than the parallel Non-
local Means. When the noise standard deviation 
is 40, the parallel Non-local Means algorithm is 5 
seconds faster, and when the noise standard 
deviation is 60, 80 and 100 respectively, the 
parallel Non-local Means is 3, 9 and 10 seconds 
faster. From Figure 3 it can be seen that the 
graph for the parallel Non-local Means algorithm 
is below the serial Non-local Means algorithm 
line when noise standard deviation is greater 
than 30. 

 
Table 4. Processing Time Noise Reduction 

Image Size 64 x 64 Pixels 
 

σ 

Time (second) Percentage 
Comparison 

(%) 
NLM 
Serial 

NLM 
Paralel 

10 3 4 33  

20 3 4 33  

30 3 4 33  

40 16 11 31,25  

50 16 11 31,25  

60 18 12 33,33  

70 28 17 39,28  

80 29 17 39,28  

90 27 17 37  

100 28 18 35,71  

  
 The findings of noise reduction for 128 
x 128-pixel images are shown in Table 5. The 
reduction duration of the serial Non-local 
Means algorithm is 2 seconds faster than the 
parallel Non-local Means algorithm when the 
noise standard deviation is 20. The parallel 
Non-local Means algorithm is 23 seconds 
quicker when the noise standard deviation is 
40. The parallel Non-local Means is 27, 40, 
and 41 seconds faster when the noise 
standard deviation is 60, 80, and 100, 
respectively. When the noise standard 
deviation is higher than 30, as shown in Figure 
4, the parallel Non-local Means algorithm 
graph lies below the line of the serial Non-local 
Means algorithm. 
 

Table 5. Processing Time Noise Reduction 
Image Size 128 x 128 Pixels 

 

σ 

Time (second) Percentage 
Comparison 

(%) 
NLM 
Serial 

NLM 
Paralel 

10 12 14 16,66 

20 11 15 36,36  

30 12 15 25  

40 67 44 34,32  

50 67 43 35,82  

60 73 46 36,98  

70 114 75 34,21  

80 114 74 35,08  

90 114 74 35,08  
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100 115 74 35,65  

 

 
Figure 4. Graph of Noise Reduction Time 

Mandrill.jpg Size 128 x 128 Pixels 
 

  
Table 6 and Figure 5 show the noise reduction 
results for a 256 x 256 pixel image. At a noise 
standard deviation of 20, the serial Non-local 
Means algorithm has an 11-second shorter 
reduction time compared to the parallel Non-
local Means algorithm. When the noise 
standard deviation is 40, the parallel Non-local 
Means algorithm is 131 seconds faster. 
Similarly, when the noise standard deviation is 
60, 80, and 100, the parallel Non-local Means 
algorithm is faster by 102, 132, and 135 
seconds, respectively. Figure 5 shows that the 
graph for the parallel Non-local Means 
algorithm is below the line for the serial Non-
local Means algorithm when the noise 
standard deviation is greater than 30. 

Table 6. Processing Time Noise Reduction 
Image Size 256 x 256 Pixels 

 

σ 

Time (second) Percentage 
Comparison 

(%) 
NLM 
Serial 

NLM 
Paralel 

10 45 53 17,77  

20 45 56 24,44  

30 46 55 19,56  

40 287 156 45,64  

50 273 174 36,26  

60 272 170 37,5  

70 505 270 46,53  

80 505 268 46,93  

90 509 272 46,56  

100 519 273 47,39  

 

 

Figure 5. Graph of Noise Reduction Time 
Mandrill.jpg Size 256 x 256 Pixels 

 
 
 Table 7 and Figure 6 show the noise 
reduction results for a 512 x 512 pixel image. 
At a noise standard deviation of 20, the serial 
Non-local Means algorithm has a 26-second 
shorter reduction time compared to the parallel 
Non-local Means algorithm. When the noise 
standard deviation is 40, the parallel Non-local 
Means algorithm is 452 seconds faster. 
Similarly, when the noise standard deviation is 
60, 80, and 100, the parallel Non-local Means 
algorithm is faster by 492, 756, and 796 
seconds, respectively. Figure 6 shows that the 
graph for the parallel Non-local Means 
algorithm is below the line for the serial Non-
local Means algorithm when the noise 
standard deviation is greater than 30. 
 

Table 7. Processing Time Noise Reduction 
Image Size 512 x 512 Pixels 

σ 

Time (second) Percentage 
Comparison 

(%) 
NLM 
Serial 

NLM 
Paralel 

10 182 212 16,48  

20 182 208 14,28  

30 185 216 16,75  

40 1105 653 40,90  

50 1109 650 41,38  

60 1110 651 41,35  

70 1929 1160 39,86  

80 1914 1158 39,49  

90 1936 1140 41,11  

100 1921 1125 41,43  
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Figure 6. Graph of Noise Reduction Time 
Mandrill.jpg Size 512 x 512 Pixels 

 
  
 
 
 

The experiment results indicate that 
the serial Non-local Means algorithm has a 
relatively faster noise reduction time when the 
noise standard deviation is below or equal to 
30. This is because the search block used to 
calculate the weight is only 21 x 21 pixels in 
size and could be more effective by processing 
in parallel. However, when the noise standard 
deviation is above 30, the search block used is 
35 x 35 pixels in size, and parallel computation 
is more effective than serial computation. In 
parallel computation, the weight is calculated 
in three parts of the search block, and each 

search block must wait for the other search 
blocks to finish before the weights can be 
summed. With a search block size of 21 x 21 
pixels, it takes more time than serial 
computation. However, with a search block 
size of 35 x 35 pixels, waiting for the search 
blocks to finish calculating the weights in each 
part is less compared to serial computation. 
 The visual difference between the 
noisy image and the denoised image using the 
Non-local Means algorithm is shown in Table 
8.

  
Table 8. Comparison of Noisy Image and Denoised Image 

Image σ Noisy Image Denoised Image 
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 The Non-local Means algorithm with 
serial and parallel computations produces 
relatively similar MSE and PSNR values. The 
difference between the two types of 
computations is seen in the time taken for the 
noise reduction process. The Non-local Means 
algorithm with parallel computation tends to be 
faster when the noise standard deviation is high 
enough. This is because, in the Non-local Means 
algorithm, the larger the search block used, the 
higher the noise standard deviation, and the 
processing time required is directly proportional. 
If this search block is divided into three parts and 
computed independently, the noise reduction 
process time can also be minimized. Another 
factor that affects the noise reduction process 
time is the computer specifications used and the 
number of other processes running when the 
noise reduction is being performed. 
 
CONCLUSION 

In conclusion, the denoised image using 
the Non-local Means algorithm with either serial 
or parallel computations has similar MSE and 
PSNR values. The noise standard deviation in 
the image affects the time required for noise 
reduction. The Non-local Means algorithm with 
serial computation shows faster noise reduction 
when the noise standard deviation is below 30. 
In contrast, the Non-local Means algorithm with 
parallel computation performs better when the 
noise standard deviation exceeds 30 more than 
30%. Therefore, the noise standard deviation 
affects the search block and patch size, and 
dividing the search block into three parts for 
parallel computation can minimize the noise 
reduction time. It is important to note that the 
computer’s specifications and other ongoing 

processes can also influence the processing 
time during noise reduction. 
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