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Abstract 

Text Pre-Processing is the first step in Sentiment Analysis. Categorizing a sentiment in a dataset is part of 
the Text-Preprocessing stage to get the optimal model accuracy value. Generative Pretrained Transformer, 
often known as Chat GPT, is a Machine Learning model that can automatically generate realistic and 
meaningful text. This study aims to examine the capability of GPT Chat as an alternative in the Text-Pre-
Processing stage by utilizing GPT Chat 3 from the openai.com website in the Text-Pre-Processing stage of 
the collected tweet data. The data used in this research is the result of crawling Twitter by inserting the 
keyword "Chat GPT”. This study method was carried out by measuring performance using the K-Nearest 
Neighbor and Naïve Bayes Algorithms to find the best performance value and compare it with the Text-
Preprocessing generated by Rapidminer. It is shown that the performance accuracy produced using the K-
Nearest Neighbor Algorithm is 73.57% using the Linear Sampling method. The comparison result with the 
Text-Preprocessing method using Rapidminer indeed shows a better accuracy of 75.33%, which means it 
has a narrow difference of 1.76% with the Chat GPT Text Pre-Processing method. However, both are still 
in the same category, which is Fair Classification. The results of this research show that Chat GPT can be 
an alternative in Text-Preprocessing datasets for sentiment analysis. 
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INTRODUCTION 

Twitter is a social media that is still 
popular with the public because it has extensive 
connection capabilities [1]. Through Twitter, 
users can express their emotions towards 
something according to their wishes. The 
content can be opinions, sentiments, or 
emoticons [2]. The results of these tweets can 
be data to analyze trends or specific topics. 
Twitter provides an application programming 
interface (API) to collect sentiment data. There 
are two types of API available, namely 
RESTAPI and Streaming API. RESTAPI is used 
to access the user's status and timeline, while 
the Streaming API is used to access keywords, 
hashtags, user ID and location [3]. 

Crawling data from Twitter cannot be 
used directly use crawling data from Twitter in 
the sentiment analysis process. This happens 
because Twitter has rules for writing a maximum 
of 140 characters in one tweet and many non-
standard words. After all, people usually devote 
their tweets to everyday and informal language. 
[4]. Twitter is a social media platform with more 
than 140 million active users and more than 400 
million iconic Tweets daily [2]. 

The process of sentiment analysis will 
show the tendency of a person's opinion on a 
topic or problem by building a sentiment 
classification into two or more classes [2]. 
Sentiment analysis is the process of extracting 
keywords from user reviews and text classified 
into positive, negative, and neutral [5], [6]. 
Sentiment analysis and opinion mining are fields 
that focus on analyzing people's opinions, 
sentiments, evaluations, attitudes, and emotions 
[7]. To perform sentiment analysis, there are 
various data mining techniques available, and 
one can still use these techniques to improve 
the accuracy of the model being built [8]. 

Chat  GPT is an artificial intelligence 
language model introduced by OpenAI in 
November 2022. Where this model is the 
solution with a combination of Reinforcement 
Learning Algorithm and human input of more 
than 150 billion parameters [9]. Chat GPT works 
as if it were a personal assistant for humans to 
answer questions given in a dialogue format and 
then this model can be used for various 
purposes, such as creating automated chats in 
chat apps, helping with content creation, or even 
helping translate different languages with 
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different levels of accuracy for each language 
[10]. Open AI is a developer of Chat GPT, 
where Open AI itself is a research laboratory on 
artificial intelligence located in the United States.  

There are several previous studies 
regarding Text-Preprocessing, and in general 
these studies use Text-Preprocessing to 
improve the performance of the resulting model 
[4], [11]–[14]. Stopword removal, stemming, and 
feature selection methods can increase 
performance by 20.4% [15]. Research on 
preprocessing cleaning, case folding, and 
stemming techniques without using stopword 
removal can increase accuracy by 94.24% [16]. 
Then research on sentiment analysis using the 
K-Nearest Neighbor Algorithm is applied to the 
Online Lecture dataset, which is a distance 
learning medium resulting in an accuracy rate of 
56% [2]. The latest research regarding 
sentiment analysis of online learning from 
Twitter media using the Naïve Bayes Algorithm 
produces an accuracy of 76.39% [3].  

Previous research on the Text Pre-
Processing stage has mostly utilized 
Rapidminer, as seen in studies [17]–[21] while 
Python was used in studies [22]–[26]. In order to 
identify the gaps between previous research 
and the current study, a table has been 
presented as shown in Table 1. 
 

Table 1. Research Gap 
 

No Research Text Pre-Processing 
Technique 

1 [17] Rapidminer 
2 [18] Rapidminer 
3 [19] Rapidminer 
4 [20] Rapidminer 
5 [21] Rapidminer 
6 [22] Python 
7 [23] Python 
8 [24] Python 
9 [25] Python 
10 [26] Python 
11 Present Chat GPT & Rapidminer 

 
This research is interested in using Chat 

GPT as an alternative to Text Pre-Processing to 
the Twitter dataset for sentiment analysis. This 
research is essential to do because there is still 
little research on Chat GPT, and to be able to 
find out the effect of Text-Pre-Processing using 
Chat GPT on the performance produced with 
the K-Nearest Neighbor and Naïve Bayes 
Algorithms.  

This research will fill the gap with 
previous research by using the Chat GPT Text-
Preprocessing alternative in the text cleaning 
and sentiment labeling sections. Then there will 

be Tokenizing, Transform Cases, Stopwords 
Filters, Token Filters (by length), and Stemming. 
After that, TF-IDF was carried out, and then 
model testing was carried out using the K-
Nearest Neighbor and Naïve Bayes Algorithms 
by comparing three sampling methods: Linear, 
Stratified, and Shuffle using the Rapidminer 
Studio application. 

The K-Nearest Neighbour algorithm was 
selected due to its advantages in handling 
training data with a high amount of noise, fast 
training execution, ease of understanding, and 
ability to handle large amounts of data [27]. This 
algorithm has been proven effective, as 
demonstrated in the study "Application of K-
Nearest Neighbor Method in Twitter User 
Sentiment Analysis on the G20 Summit in 
Indonesia" [28], where the classification results 
using K-Nearest Neighbour were categorized as 
Excellent Classification. 

The Naïve Bayes algorithm was also 
chosen for its advantage in the classification 
process, where it only requires a small amount 
of training data to select the necessary 
parameters, and its process is both fast and 
efficient [29]. The effectiveness of the Naïve 
Bayes algorithm has been proven in the study 
"Sentiment Analysis of Brimo Application 
Reviews on Google Play Using Naive Bayes 
Algorithm" [30],  where the accuracy results 
were categorized as Good Classification. 

 
METHOD 

The proposed research framework is 
in chart form, as shown in Figure 1. 
 

 
Figure 1. Research Method 
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The first stage is the dataset. Crawling is a 
data extraction technique from Twitter that 
provides an application program interface (API) 
that is used to access the information contained 
in it [3]. The dataset was collected by crawling 
Twitter using the Rapidminer application by 

entering the keyword “Chat GPT”, here the data 
was collected was 100 data. The results of the 
Crawling dataset from Twitter are presented as 
shown in Figure 2.  

 

 

 
 

Figure 2. Crawling Dataset from Twitter 
 

Figure 2 explains that there are 6 
attributes, namely: 

1. Id 
2. Created at; 
3. Language; 
4. Source; 
5. Retweet count; 
6. Text.  

Based on these results, the attribute that 
will be used is only the Text attribute. Then the 
data that has been collected does not have 
sentiment categories, such as Positive, Neutral, 
and Negative. 

The second stage is Text-Preprocessing 
which is a stage to eliminate problems that can 
interfere with data processing results [2], [31]. 
This stage is divided into two activities. The first 
activity was carried out using the ChatGPT 3. 
The use of Text-Preprocessing is carried out by 
visiting the Chat GPT web page, then the 
gathered data is entered into the chat column 
provided to perform the following steps: 

1. The text cleaning stage is almost always 
included when preprocessing text 
because the data is only sometimes 
structured and consistent. The role of 
cleaning is to remove punctuation, 
generalize the use of capital letters, 
remove duplicate tweet data and correct 
spelling [2]. Text cleaning to remove 

characters from Twitter such as, (@, 
RT,#,link); 

2. Then Transform Cases is the process of 
converting text into all small print or vice 
versa [32], [33]; 

3. Labeling sentiment into three categories, 
namely, Positive, Neutral, and Negative. 

The three stages performed using Chat 
GPT do not require much time as long as the 
given instructions are sufficiently detailed and 
clear. The number of datasets used in this 
research is 100. The time required by Chat GPT 
is less than one minute. The specifications of the 
devices used in this research are as follows: 

1. Processor Intel Pentium P6000 (1.86 
GHz, 3 MB L3 Cache); 

2. 3 GB DDR 3 Memory; 
3. 320 GB HDD. 

These specifications are the minimum 
requirements, so if the specifications are better, 
the performance of Chat GPT will be faster. 
Therefore, if using data with a large number, it 
can still be processed by Chat GPT. 

Then the second activity was carried out 
using Rapidminer: 

1. Tokenize is a process to separate text 
from documents into squential tokens 
[5], [8], [34]–[36]; 

2. Filter Stopwords is a process of 
removing words that often appear like 
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("a," "the," "of," "and," and "an") [8], [13], 
[37]; 

3. Stemming is a transformation into 
essential words [3], [38]; 

4. Filter Token (by length), is the process 
of deleting words with a certain number 
of letters with parameters min - chars 4 
and max chars 25 to limit the number of 
letters in words to a minimum of 4 and a 
maximum of 25 in text using the 
Rapidminer application [37]. 

The third stage is Validation. This stage 
will produce an accuracy value of the model 
being built. The algorithm used to measure 
accuracy performance is the K-Nearest Neighbor 
and Naïve Bayes using the K-Fold Cross 
Validation operator. Cross-validation is a model 
validation technique applied to evaluate how the 
statistical analysis results are generalized into an 
independent dataset [39]. KVC will partition k 
parts of data and do as many k iterations. 
Whenever a part of the dataset is selected, the 
first k – 1 are used as learning data while the 
rest are used as testing data. This process will 
be repeated k-times and then the average 
deviation (error) value of the k different test 
results will be calculated . The illustration for 
KVC with a value of K-10 is presented in the 
form of pictures, as shown in 3. 

 

Figure 3. K-Fold Cross Validation 

K-Nearest Neighbour Algorithm is often 
used for classification. The way this algorithm 
works is grouping data into a class that has been 
determined based on the closest distance or 
similarity to the existing data set or training data 
[40]. The stages of this algorithm are as follows: 

1. Determine the value of k; 
2. Calculate the distance between the data 

that will be classified against the label 
data; 

3. Determine the smallest value of k;  
4. Classify data based on a distance 

metric. 
Calculation of proximity using a distance 

matrix can use the following formula: 

𝑑𝑖𝑠𝑡(𝑋1,𝑋2) =  √∑(𝑥1𝑖 − 𝑥21)

𝑛

𝑖=1

                            (1) 

Naïve Bayes Algorithm is a classification 
method derived from the Bayes theorem, which 
can predict future opportunities based on 
opportunities that existed in the past [41]. The 
equation is as follows: 
 

𝑃(𝑋|𝑌) =  
𝑃(𝑋|𝑌)𝑃(𝑋)

𝑃(𝑌)
                                           (2) 

From equation (2) before the occurrence 
of Y, it can be simplified again. This happens 
because for each class is always the same 
value. The equation is as follows: 

 
𝑃(𝑋|𝑌) = 𝑃(𝑋|𝑌)𝑃(𝑋)                                            (3) 

Mean and Variance are the two 
parameters used in the gaussian distribution, so 
for calculations likelihood can use the following 
equation: 

µ =
1

𝑛
∑ 𝑥𝑛 

𝑁

𝑛=0

                                                         (4) 

 

𝜎2 =
1

𝑛
∑ (𝑥𝑛 − 𝜇)2

𝑁

𝑛=0

                                          (5) 

 

𝑃(𝑌1 , … , 𝑌𝑁|𝜇, 𝜎2) = ∑
1

√2𝜋𝜎2
𝑒

−
(𝑥𝑦−𝜇)2

2𝜎2𝑌𝑁
𝑌=1

             (6)   

Note: 
n = n data 
N = lots of data in 1 feature 
Xn = n data value 
µ = average value 
𝜎2  = variance 

Y1,…,YN = many features 1 to feature N 
e = exponential 

The fourth stage is Evaluation. Evaluation 
is carried out on the results of applying the 
model to determine whether it has fulfilled the 
research objectives so that a decision is made 
regarding the use of the modeling results [42]. 
This stage evaluates the accuracy value 
produced by the built model. Accuracy is the 
percentage value of the accuracy of data records 
that are classified correctly after testing the 
classification results [43]. Accuracy can be 
categorized as follows: 

1. Accuracy 0.90 – 1.00 = Excellent 
classification; 

2. Accuracy 0.80 – 0.90 = Good 
classification; 

3. Accuracy 0.70 – 0.80 = Fair 
classification; 

4. Accuracy 0.60 – 0.70 = Poor 
classification; 

5. Accuracy 0.50 – 0.60 = Failure. 
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RESULT AND DISCUSSION 

The attributes used in this study only 
use the Text attribute. Any examples of these 
attributes are presented as shown in Table 2. 

  
Table 2. Preliminary Dataset 

 

No Text 

1 'RT @julia_m_mac: I made Chat GPT 
my Virtual Assistant 

2 'At least Chat GPT lists out biological 
facts about it https://t.co/hlXeg2hFNp' 

3 'RT @julia_m_mac: I made Chat GPT 
my Virtual Assistant 

 
The dataset is an example of a tweet 

regarding Chat GPT, where the data needs to 
be carried out through the Text-Preprocessing 
stage to become a usable dataset. The Text-
Preprocessing carried out using Chat GPT 
consists of cleaning text, transform cases, and 
labeling. The results of the Text-Preprocessing 
are presented as shown in Figure 4, Figure 5, 
Figure 6, and Figure 7. 

 

 
Figure 4. Cleaning Text using Chat GPT 

 
Cleaning text using Chat GPT is done 

by giving the following instructions "Clean the 
following sentences from Twitter characters and 
unnecessary characters without changing the 
original sentence". After executing the 
command, Chat GPT will automatically clean up 
these sentences according to the instructions 
given. 

 

 
Figure 5. Transform Cases using Chat GPT 

 

The instructions given to make the text 
in the dataset change to lowercase is to provide 
the following instruction "Change the sentences 
into a lowercase". As you can see from the 
results in Figure 5, all text changes to 
lowercase. 

 
Figure 6. Labeling using Chat GPT 
 
Figure 6 shows the process of giving 

instructions using Chat GPT to label Positive, 
Neutral, and Negative text carried out by the 
Cleaning and Transform Cases processes. The 
results of this process are presented as shown 
in Figure 7. 
 

 
 

Figure 7. Labeling Results using Chat GPT 
 

Labeling is done on Chat GPT using the 
“Give label the sentences” instruction. Chat GPT 
will labeling each sentence given. Each Text-
Preprocessing activity using Chat GPT has 
been carried out. The Text-Preprocessing 
process will be carried out using Rapidminer, 
namely Tokenize, Filter Stopwords, Stemming, 
and Filter Tokens (by length). Chat GPT can be 
connected to Rapidminer by using the Python 
Script extension. Its function is to write a Python 
script that accesses the Chat GPT API and 
sends a prompt to generate output text. The 
function is the same as visiting its website. 
However, after trying it out, there were still 
errors in responding to the given commands. 
Therefore, in this study, the method used is to 
visit the website, then the Text Pre-Processing 
steps performed by Chat GPT are entered into 
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Ms.Excel, to be retrieved by Rapidminer for 
further processing. The process of these stages 
is presented as shown in Figure 8. 

 

 
 

Figure 8. Text-Preprocessing using Rapidminer 
 

The dataset generated from Text-
Preprocessing using Chat GPT and stored in 
Ms.Excel is retrieved using the Retrieve operator 
in Rapidminer, then connected to several 
operators including the Process Documents 
operator which contains other operators 

Tokenize, Filter Stopwords, Stemming, and Filter 

Tokens (by length). Each stage of the Text-
Preprocessing has been carried out. To see a 
clear picture of the results of each of these 
processes, they are presented in tabular form, as 
shown in Table 3. 
 

Table 3. Text-Preprocessing Results 
 

Preliminary 
Dataset 

'RT @julia_m_mac: I made 
Chat GPT my Virtual 
Assistant 

Cleaning Text I made Chat GPT my Virtual 
Assistant 

Tranform 
Cases 

i made chat gpt my virtual 
assistant 

Tokenizing ["i", "made", "chat", "gpt", 
"my", "virtual", "assistant"] 

Filter 
Stopword 

["made", "chat", "gpt", 
"virtual", "assistant"] 

Stemming ["made", "chat", "gpt", "my", 
"virtual", "assist"] 

Text-
Preprocessing 
Results 

made chat gpt virtual assist 

 
Based on the results of the Text-

Preprocessing, it can be seen that the 
distribution of sentiments given to GPT Chat 
exists. The results of the sentiment distribution 
can be seen as shown in Figure 9. 

 
Figure 9. Percentage Rates 

 
The dataset shows that Twitter users 

give 15% positive sentiment, 74% neutral 
sentiment, and 11% negative sentiment. 
Datasets that have gone through the Text-
Preprocessing stage can be visualized using 
Word Cloud. Word Cloud is a visual 
representation of the frequency of occurrence of 
words in a text. The size of the letter determines 
the frequency of occurrence of a word, so the 
larger the font size, the greater the event of the 
word. Conversely, the smaller the font size, the 
lower the frequency of occurrence of the word 
[44], while the Word Cloud for this dataset is 
presented as shown in Figure 10. 

 

 
 

Figure 10. Word Cloud 
 
Word Cloud shows that the words that 

often appear in tweets are "Chat" and "GPT," 
which shows that most tweets regarding GPT 
Chat have neutral sentiments. 

The next stage is model testing using 
the K-Nearest Neighbor and Naïve Bayes 
Algorithms. Algorithm performance testing is 
carried out using K-Fold Cross Validation [45] 
with a value of K = 10 and using Stratified, 
Linear, and Shuffle sampling methods. The 
results of model testing are presented as shown 
in Table 4. 

 
 



ISSN 2089-8673 (Print) | ISSN 2548-4265 (Online) 
Volume 12, Issue 1, March 2023 

 

Jurnal Nasional Pendidikan Teknik Informatika : JANAPATI | 73 
 

 Table 4. Modelling Results  
 

Algorithms Sampling Accuracy 

K-Nearest 
Neighbour 

Stratified 73.39% 
Linear 73.57% 
Shuffle 71.96% 

Naïve Bayes Stratified 52.39% 
Linear 50.54% 
Shuffle 56.07% 

 
Table 4 shows the results of the 

accuracy of each algorithm. The K-Nearest 
Neighbor Algorithm has the best accuracy using 
the Linear Sampling method, which is 73.57%, 
while the Naïve Bayes Algorithm has the best 
accuracy using Shuffle Sampling, which is 
56.07%. 
 After obtaining the accuracy results 
using the Text-Preprocessing method using 
Chat GPT, the next step is to compare it using 
the Text Pre-Processing method using the 
operators available in Rapidminer with the same 
classification method, namely the K-Nearest 
Neighbor and Naïve Bayes Algorithms.  

The first step is Text Pre-Processing to 
perform Text Cleaning and Labeling using 
Rapidminer. The Process Model constructed is 
presented in the form of an image, as shown in 
Figure 11. 
 

 Figure 11. Text-Preprocessing Using Rapidminer 
 

The retrieve operator is used to retrieve 
the existing dataset, which is then connected to 
the Replace operator to clean the dataset where 
its function is to replace parts of the values of 
selected nominal attributes matching a specified 
regular expression by a specified replacement. 
Then, it is connected to the Append operator 
which function is to build a merged ExampleSet 
from two or more compatible ExampleSets by 
adding all examples into a combined set. Finally, 
it is connected to the Extract Sentiment operator 
which function is to create a sentiment score by 
applying either open source sentiment dictionaries 
or proprietary API methods on an existing text 
attribute. There are options to expose additional 
results depending on the chosen method. For its 
Text Score, it uses the Valence Aware Dictionary 
and Sentiment Reasoner (VADER) lexicon and 
rule-based sentiment. VADER is specifically 
attuned to sentiments expressed in social media 
and produces scores based on a dictionary of 

words. This operator calculates and then exposes 
the sum of all sentiment word scores in the text 
[46]. The result of the previous Process Model is 
presented in the form of an image, as shown in 
Figure 12. 
 

 
 

Figure 12. Cleaning and Labeling Text Result  
 

The text cleaning process is completed, 
however, in automatic labeling using the Extract 
Sentiment operator, it only produces two labels, 
which are Positive and Negative, while in this 
study, three labels are used, namely Neutral. 
Therefore, the step taken is to add labels by 
looking at the values in the Positive and 
Negative column. If both columns have the 
same value, then the sentiment given is 
considered as Neutral.  

In the labeling process, using Chat GPT 
is the most efficient solution compared to using 
Rapidminer, when using three labels, which are 
Positive, Negative, and Neutral. On the other 
hand, if only using two labels, it is not a 
significant obstacle to use Rapidminer. Adapun 
hasil pemberian sentiment, disajikan 
sebagaimana tampak pada Tabel 5. 
 

Table 5. Labeling Using Rapidminer Results  
 

Text Negativity Positivity Sentiment 

Utilzing Chat 
GPT for Tiktok 
organic 0.000 0.000 Neutral 
I just recorded 
an 8-minute 
video showing 
you all the 
tricks..  0.128 0.000 Negative 
At least Chat 
GPT lists out 
biological facts 
about it  0.000 0.000 Neutral 
Read NOW -  0.000 0.000 Neutral 
It’s saving me 5 
hours every 
week. 0.000 0.000 Neutral 

Here’s how?: 0.000 0.000 Neutral 
Chat GPT - 
Research 0.000 0.000 Neutral 
QuillBot - 
Paraphrasing 0.000 0.000 Neutral 
StoryLab - 
Hooks and 0.000 0.000 Neutral 
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Text Negativity Positivity Sentiment 

outlines… 
kevinvipsonline: 
What do you 
think about chat 
GPT and how 
will it effect Jobs 
in the market 
place ? 0.000 0.000 Neutral 
Chat GPT John 
Landis: abso… 0.000 0.000 Neutral 
him: *types the 
question on chat 
gpt* there you 
go 0.000 0.000 Neutral 
me: read out the 
answer to me? 0.000 0.000 Neutral 
him: *opens a 
text-to-speech 
website and gets 
it to read the 
answer out loud* 
okay didi?  0.000 0.231 Positive 

 
The next step is to conduct an 

experiment to compare the results of automatic 
labeling between using Chat GPT and 
Rapidminer. The method used is to take the 
same five texts to see whether there are 
differences in the sentiment part or not. The 
comparison is presented as shown in Table 6. 
 

Table 6. Labeling Using Rapidminer Results 
  

No Text 
Sentiment 
Chat GPT 

Sentiment 
Rapidminer 

1 

Utilzing Chat 
GPT for 
Tiktok 
organic 

Neutral Neutral 

2 

I just 
recorded an 
8-minute 
video 
showing 
you all the 
tricks. 

Positive Negative 

3 

At least Chat 
GPT lists out 
biological 
facts about it 

Neutral Neutral 

4 Read NOW - Neutral Neutral 

5 
It’s saving 
me 5 hours 
every week. 

Positive Neutral 

 
Table 4 shows that there are differences 

in No 2 and 5. If analyzed linguistically, the 
sentiment provided by Chat GPT is more 
accurate compared to using Rapidminer. This 
indicates that automatic labeling using Chat 
GPT can produce better sentiment than labeling 
using Rapidminer. 

The final stage is to build a Process 
Model to see the accuracy generated using K-

Nearest Neighbour and Naïve Bayes algorithms. 
The Process Model built is presented in the form 
of a picture, as shown in Figure 13. 

 

 
 

Figure 13. Model Proses Using Rapidminer 
 

Figure 13 shows the Process Document 
Operator which contains three other operators, 
namely Tokenize, Filter Stopword, Stemming, 
and Filter (token by length). Then, from these 
operators, it is connected to two algorithms, K-
Nearest Neighbour and Naïve Bayes, with the 
same validation method and accuracy 
calculation as done in the Model Process using 
Chat GPT. The results are presented in tabular 
form, as shown in Table 7. 
 

Table 7. Modelling Results  
 

Algorithms Sampling Accuracy 

K-Nearest 
Neighbour 

Stratified 75.33% 
Linear 75.00% 
Shuffle 75.33% 

Naïve Bayes Stratified 15.00% 
Linear 19.33% 
Shuffle 16.67% 

 
Table 7 shows that the most optimal 

result is indicated by the K-Nearest Neighbour 
algorithm using the Stratified Sampling method. 
The accuracy result is 75.33%. To see the 
difference between the accuracy results using 
Text-Preprocessing Chat GPT and Rapidminer, 
they are presented in table form, as shown in 

Table 8. 

 
Table 8. Comparison of Accuracy Results  

 
Algorithms Sampling Accuracy 

Chat GPT 
Accuracy 
Rapidminer 

K-Nearest 
Neighbour 

Stratified 73.39% 75.33% 
Linear 73.57% 75.00% 
Shuffle 71.96% 75.33% 

Naïve 
Bayes 

Stratified 52.39% 15.00% 
Linear 50.54% 19.33% 

Shuffle 56.07% 16.67% 
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The comparison results indicate that the 
Text Pre-Processing method using Rapidminer 
produces the best accuracy value through the 
K-Nearest-Neighbour algorithm with Stratified  
and Shuffle Sampling method, which is 75.33%. 
It has a narrow difference with Chat GPT, which 
is 73.57%. 

The opposite result is shown through 
the Naïve Bayes Algorithm. The Text-
Preprocessing method using Chat GPT has an 
optimal accuracy value through the Shuffle 
Sampling method, which is 56.07%. This is a 
significant difference compared to the Naïve 
Bayes accuracy value of the Text Pre-
Processing using Rapidminer, which is 19.33% 
via the Linear Sampling method. This indicates 
that using the Naïve Bayes Algorithm, the 
accuracy value of Chat GPT is better than 
Rapidminer.  
 
CONCLUSION 

The conclusion of this study shows that 
the use of OpenAI Chat GPT can be an 
alternative in the Text-Preprocessing sentiment 
analysis process. Chat GPT can provide insight 
directly based on our instructions in a natural 
language like we chat with humans. The model 
test results also show the best value using the K-
Nearest Neighbor Algorithm and the Linear 
Sampling method with an accuracy of 73.57%.  
This value is included in the category of Fair 
Classification. 

If compared to the accuracy of Text Pre-
Processing using Rapidminer, Chat GPT indeed 
shows a lower value. However, the values 
produced by both are not far apart, only a 
difference of 1.76% when using the K-Nearest 
Neighbour algorithm and still in the category of 
Fair Classification. 

The opposite result is shown in the 
Naïve Bayes algorithm, where the accuracy of 
Chat GPT Text-Preprocessing can exceed 
Rapidminer's accuracy by a significant margin of 
36.74%. Although both are in the category of 
Failure Classification when using the Naïve 
Bayes algorithm, optimizing this model will result 
in better accuracy values. 

This study focuses on using Chat GPT 
in Text-Preprocessing, which has several 
limitations. First, using limited comparison 
algorithms using K-Nearest Neighbors and 
Naïve Bayes, future research can add other 
algorithms to study. Second, improving accuracy 
performance is not carried out. In the future, you 
can use optimization methods such as Feature 
Selection or Feature Extraction. 
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