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Abstract 

This research aims to categorize survey data to determine the level of satisfaction with the services 
provided by the village government as a public service provider. Villages or sub-districts currently offer 
services in response to community demand, although only partially or as efficiently as possible. The data 
collection technique used was distributing questionnaires to the village community. The method used for 
classification is the machine learning method. Before the classification process, feature selection is 
carried out at the data pre-processing stage using Particle Swarm Optimization (PSO), which has been 
proven to increase the accuracy of the classification values. The classification methods employed include 
Decision Tree (DT), Naive Bayes, Support Vector Machine (SVM), and K-Nearest Neighbor (KNN) 
algorithms for classification purposes. This study achieves the maximum level of accuracy in decision tree 
classification, attaining an accuracy rate of 97.74%. Subsequently, the KNN algorithm achieved an 
accuracy of 77.90%, the Nave Bayes algorithm achieved 64.4%, and the SVM algorithm, which yielded 
the lowest accuracy value, achieved 59.90%. Following the application of Particle Swarm Optimization 
(PSO) for optimization, the accuracy of the SVM and KNN algorithms improved to 98.3%. The Decision 
Tree algorithm achieved a value of 97.77%, while the Naive Bayes technique yielded a value of 69.30%. 
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INTRODUCTION 

Public services are provided to 
members of the broad public who are either 
citizens or permanent residents of the country in 
question. Its execution helps achieve civic 
objectives. Law No. 32 of 2004 deals with 
regional government. In the framework of 
regional autonomy, government administration 
must prioritize community interests, particularly 
when it comes to the provision of public 
infrastructure and public administration. The 
village head is in responsible of managing the 
local administration, and village representatives 
work under him or her. Today's society is 
changing, and as a result, there is a definite 
need for better, faster, and more precise 
services as well as more sophisticated services.  

The manner that villages or subdistricts 
are now meeting the requirements of their 
community may not be optimal; as a result, the 
community may suffer misery and material harm. 
To enhance the caliber of the services they 
receive, raise user satisfaction, and boost the 
efficacy of their complaint handling, it is essential 

to swiftly identify the users and provide a 
mechanism for classifying them[1]. The sole 
method service providers use to classify issues 
with the provision of public services is machine 
learning [2][3]. 

Several studies on categorizing public 
service satisfaction have been conducted in the 
past, including A decision tree approach used in 
research [4] on the classification of village 
service satisfaction, which yields an accuracy of 
90.66%. Using LDA-SVM to classify complaint 
reports produces an accuracy of 79.85% [5], 
and Nave Bayes to classify complaints about 
public services. The Nave Bayes, KNN, SVM, 
and boosting algorithms are used to classify 
public service complaints, and they produce the 
best SVM accuracy when compared to other 
approaches[6]. 

There is a feature selection technique 
for classification that can increase accuracy by 
selecting a subset of features from the total 
dataset[7]. The classification findings are 
considered when choosing a subset of the 
feature space for the feature selection process 
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[8]. When employing the feature optimization 
method Particle Swarm Optimization (PSO), the 
accuracy values of the Naive Bayes accuracy 
optimization method[7], the Support Vector 
Machine accuracy value optimization method[9] 
, and the KNN algorithm [10] can all be 
improved. Random Forest, Decision Tree, Nave 
Bayes, and KNN have all been enhanced with 
PSO for categorizing diabetic datasets [11]. 
Particle swarm optimization can increase the 
accuracy of Support Vector Machine and 
Decision Tree classification by selecting the 
right features[12]. 

The goal of this research is to use one o
f the feature selection techniques, the Particle S
arm Optimization Algorithm, to add optimization 
to improve the classification accuracy value of cl
assification algorithms such as Decision Tree 
(DT), Nave Bayes, SVM, and KNN. Classify 
survey data to ensure satisfaction with the 
services offered by the village government as a 
public service provider[4]. 
 
METHOD 

 
The flow of this research is shown in the 

figure 1. The dataset for this study came from a 
survey that was done and given out to residents 
of the villages in Bekasi’s Tambun Selatan 
subdistrict. Table 1 lists the questionnaire 
statements.  A total of 9999 individuals and fifteen 
people replied to the survey, which measures 
respondents’ satisfaction with public services 
through a series of questions, in particular, that 
service providers provide. Table 2 lists the 
variables, measurements, descriptions, grades, 

and timescales for the research data used The 
values in Table I correspond to the following 
categories: represents 1 = Do Not Concur (DNC), 
2 = Disagree (DA), 3 = Agree (A), 4 = Strongly 
Concur (SC). 

 

 
Figure 1. Research Design  

  
The next stage is data pre-processing, 

where the dataset must be correctly processed 
before applying the classification model. This 
allows the dataset to be modeled with a 
classification algorithm. Microsoft Excel was used 
to process the survey’s result data. The dataset 
was then split into two clusters and trained 
Google colaboratory using the k-Mean clustering 
algorithm. The dataset may be used to create a 
classification model displayed in Table 2, using 
the clustering result generated by two clusters to 
determine the class or target.  

 
Table 1. Questionnaire 

No. Statement 

1 The Village Chief's Office has a clean, comfortable space. 
2 The completeness of the Village Head's Office's supporting facilities (such as parking lots and 

waiting rooms) is very good. 
3 The employees appear very professional in providing services. 
4 Have clear service time standards. 
5 Readiness of employees on-site or in the space 
6 The suitability of the services provided by Village Office employees with existing procedures is 

very appropriate. 
7 Village Office service employees are responsive in dealing with problems that arise. 
8 The readiness of Village Office employees to provide information is very clear and easy to 

understand 
9 Village Office employees respond quickly, precisely, and efficiently to customer requests and 

complaints. 
10 Village Office employees in providing services in accordance with agreed promises 
11 The time and cost of service are very clear and definite. 
12 The applicant's ability to contact authorized employees is very good. 
13 The attentive attitude of Village Office employees in handling applicants' complaints is very 

good. 
14 Village Office employees provide services and be friendly and polite to the community. 
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15 Village Office employees serve fairly and non-discriminatively 

Table 2. Characteristics of Research Data 

Variable Description  Possible Value 

X1 Facilities and infrastructure 1= DNC; 2 = DA; 3 = A; 4= SC 
X2 Cleanliness 1= DNC; 2 = DA; 3 = A; 4= SC 
X3 Employee appearance 1= DNC; 2 = DA; 3 = A; 4= SC 
X4 On-Time 1= DNC; 2 = DA; 3 = A; 4= SC 
X5 Employee appearance 1= DNC; 2 = DA; 3 = A; 4= SC 
X6 Conformity 1= DNC; 2 = DA; 3 = A; 4= SC 
X7 Responsive 1= DNC; 2 = DA; 3 = A; 4= SC 
X8 Accuracy of information 1= DNC; 2 = DA; 3 = A; 4= SC 
X9 Attitude 1= DNC; 2 = DA; 3 = A; 4= SC 

X10 Service Suitability 1= DNC; 2 = DA; 3 = A; 4= SC 
X11 Cost Suitability 1= DNC; 2 = DA; 3 = A; 4= SC 
X12 Easy to contact 1= DNC; 2 = DA; 3 = A; 4= SC 
X13 Attention 1= DNC; 2 = DA; 3 = A; 4= SC 
X14 Fair 1= DNC; 2 = DA; 3 = A; 4= SC 
X15 Friendly 1= DNC; 2 = DA; 3 = A; 4= SC 

 
Table 3. Characteristics of Research Data 

Cluster   Sum Information 

Cluster 1  7043 Satisfied 
Cluster 2  2956 Dissatisfied 

  

 Table 1's clustering results show that 
7043 people are satisfied with cluster 1 and 
2956 people are dissatisfied with cluster 2. 
Targets, labels, and classes for classification 
can be developed based on the outcomes of 
data clustering[13]. 

Three scenarios are used to divide 
training and testing data at the beginning of the 
classification process[14]. In scenario 1, the 
training data is partitioned into 70% and the 
testing data into 30%. In another case, the 
training data is split into 80% and the testing 
data into 20%. Lastly, the training data is 
separated into 90%. The proportion of testing 
data in the scenario is 10%. 

In this study, four algorithms—decision 
trees, Naïve Bayes, support vector machines, 
and KNN—are used for the algorithm learning 
stage of classification. There are two stages of 
classification: the first uses PSO-free 
classification, and the second uses PSO-based 
classification. 

  Eliminating redundant and redundant 

characteristics from a dataset is the goal of the 
feature selection step [14], which is essential for 
processing high-dimensional sample data[15]. 
Particle Swarm Optimization (PSO) feature 
selection is used in this work at the learning step 
to optimize each piece of data generated[16]. 
PSO is used to select optimal attributes to use 
in the classification process. PSO requires 
fitness values when selecting features, to find 
the best solution candidates. In this process, the 

fitness value is the accuracy of the classification 
algorithm, which in the classification process 
uses the attributes represented by each particle. 
The representation of the attributes in each part 
of the dimension in each particle can be made 
from particles, where the representation is in the 
form of a binary string 0 and position 1, a value 
of 0 means that the value of the particle will not 
be used which is called an inactive value and 
vice versa for a value of 1 which will be used 
which is called an active value. Algorithm 1 
outlines the steps of the PSO approach. 

  The DT stage uses[17], which is utilized 

in e-commerce fraud detection in both the 
learning stages for the DT classification 
technique and the DT stage. Algorithm 2 
specifically states the steps of the DT method. 
The second classification uses the Naive Bayes 
method, which operates under the premise of 
probabilistically evaluating possibilities[18]. 

Algorithm 3 specifies the naive Bayes 
algorithm's phases. The SVM algorithm is the 
third classification algorithm. Finding a model 
with the best performance for training data is the 
main objective of SVM classification[19]. SVM 
classification can solve linear and non-linear 
problems using the kernel concept in high-
dimensional space, and the best hyperplane will 
be found in this dimensional space to maximize 
the distance between classes[20]. 

  The K-nearest neighbors (KNN) 

algorithm is classified as the fourth algorithm for 
classification. The concept underlying KNN 
classification is to assign a classification to a 
new query from an agency by considering the 
proximity to the majority category. The 
classification is defined by the category that 
occurs most frequently[21]. Algorithm 4 
specifies the steps of the KNN. 
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 The evaluation of the performance of 
the classification is the last step. A confusion 
matrix is used to describe how often the model 
is produced correctly, and it is based on the 
accuracy value [22]. Recall and precision are 
two additional performance indicators used in 
classification evaluation. Equation (1), equations 
for precision and recall, and equation (3) are 
used to calculate the accuracy value. A 
classification model can additionally include 
Receiver Operating Characteristics (ROC) 
[22][23] and Area Under the Curve (AUC) [24] in 
addition to the confusion matrix, depending on 
how well the predictions performed.  
 

Algorithm 1 Particle Swarm Optimization[25] 

1: Assume that there are N particles in the 
group or swarm. 

2: To obtain X1, create a random initial 
population X with a range of X (B) and X 
(A). Then, particle j and its velocity in 
iteration I are designated as X(i) j and 
V(i) j, respectively, making the initial 
particles X1(0), X2(0),... XN (0) Assume 
that there are N particles in the group or 
swarm.  

3: Find out each particle's speed. Set 
iteration i to be 1. 

4: Find two crucial parameters for each 
particle in the ith iteration. 

5: Calculate the velocity of particle j in 
iteration 1 of vi, where m=w. vi,m+c 
1R(pbesti,m) +c 2R(gbestm). 

6: Calculate the particle j's speed in 
iteration I of the formula vi,m=w. vi,m+c 
1R(pbesti,mxi,m) +c 2R(gbestmxi,m). 

 

Algorithm 2 Decision Tree [25] 

1: Create attributes 
2: First, calculate the entropy value, and 

then choose the properties 𝑒𝑛𝑡𝑟𝑜𝑝𝑖 = ∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖𝑖=1  

3: Gaining information by mending 
4: Determine the knowledge obtained from 

the output. 
5: Repetition of Step 2 

 

Algorithm 3 Naïve Bayes [26] 

1: To practice and compare your 
vocabulary, create a document. 

2: The equation formula can be used to find 
probability values. 

  𝑝(𝐴|𝐵) = 𝑃(𝐵|𝐴∗𝑃(𝐴)𝑃(𝐵)  

3: Documents are classified so that the 
largest value of the class is visible. 

 
 

Algorithm 4 KNN[27] 

1: Determine the K value. 
2: Utilize the Euclidean distance formula to 

determine the separation between the 
data. 𝐸𝑑 =  √(𝑎1 − 𝑏1)2+. . (𝑎𝑛 − 𝑏𝑛)2 

 
3: The distance computation results are 

used to determine the K nearest 
neighbors. 

 
RESULT AND DISCUSSION 
 Using the Python programming 
language and its built-in machine learning 
library, classification models using decision 
trees, Naive Bayes, SVM, and KNN are created 
[28]. 

 
Making a Decision Tree Model 

Python was used to implement the DT 
classification model without PSO optimization, 
and the results were an accuracy score of 
0.9774, a precision score of 1, and a recall 
score of 0.943. The confusion matrix DT without 
PSO is shown in Table 4, and the AUC and Roc 
values are shown in Figure 2. 

Classification optimization using PSO in 
Python programming with a composition of 70% 
training and 30% testing data. The results of 
several trials carried out the best results for 
classification optimization with PSO using 
particles of 50, dimensions of 14, and a fitness 
value of 0.5 at 1300 iterations. This resulted in a 
reduction in features/variables from 15 to 4 
features. Next, the PSO results are made into a 
classification model using decision trees, naïve 
Bayes, SVM, and KNN.The accuracy, precision, 
and recall values for DT classification with 
additional PSO optimization were 0.9777, 1, and 
0,944, respectively. AUC and Roc values are 
shown in Figure 3, and Table 5 shows a 
confusion matrix with PSO. 
  

Table 4. Confusion Matrix DT without PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

1136 68 

Actual 
Negative 

0 1805 

 
Table 5. Confusion Matrix DT with PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

1135 67 

Actual 
Negative 

0 1807 
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Figure 2. AUC Dan ROC DT Without PSO 

An AUC of 0.972 (good classification) is 
generated by the data in Figure 2 of the ROC 
graph.  

 
 Figure 3. AUC Dan ROC DT With PSO 

 
An AUC of 0.972 (excellent classification) 

is generated by the data in Figure 3 of the ROC 
graph. 
Making a Naïve Bayes Classification Model 

In this study, naive Bayes classification is 
performed using Python programming with 70% 
training data and 30% test data. Without PSO 
optimization, the Naive Bayes classification 
model yielded accuracy, precision, and recall 
values of 0.644, 0.548, and 0.623, respectively. 
The confusion matrix DT without PSO is shown 
in Table 6, and the AUC and Roc values are 
shown in Figure 4. 

After feature selection, there were 9 
features left out of the initial 15 features before 
PSO optimization. Accuracy was 0.693, 
precision was 0.960, and recall was 0.245 for 
naive Bayes classification with additional PSO 
optimization. AUC and Roc values are shown in 
Figure 5 and are part of the confusion matrix in 
Table 7 with PSO. 

Table 6. Confusion Matrix Naïve Bayes 
without PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

751 453 

Actual 
Negative 

618 1187 

 

Table 7. Confusion Matrix Naïve Bayes 
with PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

295 909 

Actual 
Negative 

12 1793 

 

 
Figure 4. AUC Dan ROC Naïve Bayes Without 

PSO 

An AUC of 0.721 (good classification) is 
generated from the data in Figure 4 of the ROC 
graph.

 
Figure 5. AUC Dan ROC Naïve Bayes With PSO 

 
The ROC graph results in Figure 5 with 

an AUC of 0.874 (excellent classification). 
Making an SVM classification mode 

The Python programming language is 
used to implement the SVM classification in this 
study, which uses 70% training data and 30% 
testing data. The accuracy value was 0.599, the 
precision was 0, and the recall was 0, after 
using the SVM classification model without PSO 
optimization. Figure 6 shows the AUC and Roc 
values, while Table 8 contains the DT confusion 
matrix without PSO. 
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After feature selection, there were only 8 
features left out of the initial 15 features before 
PSO optimization. A score of 0.983 was 
obtained for accuracy, 0.960 for precision, and 
0.959 for recall for SVM classification with PSO 
optimization. Figure 7 displays the AUC and 
Roc values, while Table 9 is a confusion matrix 
with PSO. 

Table 8. Confusion Matrix SVM without 
PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

0 1204 

Actual 
Negative 

0 1805 

 
Table 9. Confusion Matrix SVM with PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

1155 49 

Actual 
Negative 

0 1805 

 

 
Figure 6. AUC Dan ROC SVM Without PSO 

An AUC of 0.975 (excellent classification) 
is generated by the data in Figure 6 of the ROC 

graph. The results of the ROC graph in Figure 7 

result in an AUC of 0.984 (excellent 
classification). 

 
Figure 7. AUC Dan ROC SVM With PSO 

Modeling KNN Classification 
Using Python programming, the KNN 

classification in this study uses 70% training 
data and 30% testing data. Without PSO 
optimization, the KNN classification model 
produced accuracy values of 0.779, precision 
values of 1, and recall values of 0.522. The 
confusion matrix DT without PSO is shown in 
Table 10, and the AUC and Roc values are 
shown in Figure 8. 

Prior to PSO optimization, there were 15 
initial features; after feature selection, there 
were only 6. The accuracy, precision, and recall 
metrics for KNN classification with additional 
PSO optimization were 0.983, 0.960, and 0.959, 
respectively. Figure 9 shows the AUC and Roc 
values from Table 11's confusion matrix with 
PSO.  

According to figure 8, the ROC curve from 
the outcomes of the KNN computation without 
PSO optimization yields an AUC of 0.795 (good 
classification). 

 
Table 10. Confusion Matrix KNN without PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

629 575 

Actual 
Negative 

89 1716 

 
Table 11. Confusion Matrix KNN with PSO 

Class Predictive 
Positive  

Predictive 
Negative 

Actual 
Positive 

1155 49 

Actual 
Negative 

0 1805 

 

 
Figure 8. AUC Dan ROC KNN Without PSO 
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Figure 9. AUC Dan ROC KNN With PSO 

 
The AUC of 0.980 (excellent 

classification) is produced by the ROC curve 
using the results of the KNN calculation with 
PSO optimization based on figure 9. 

 
Models of Classification Algorithm 
Comparison 

The graph in Figure 10 can be viewed 
as a comparison before feature optimization 
using PSO based on the output of the 
classification models built by DT, Naive Bayes, 
SVM, and KNN. 

 
Figure 10. Comparison Chart for Classification 

Models 
 

In comparison to the classification 
models created by Naive Bayes, SVM, and 
KNN, the Decision Tree algorithm in Figure 10's 
graph had the highest accuracy, with an 
accuracy value of 0.9774 and an AUC value of 
0.972. The classification model is then 
optimized using PSO for each algorithm. 
Following optimization with PSO, Figure 11 
shows a comparison graph of 4 (algorithms).  

The SVM method in the classification 
model had an increase in accuracy following 
PSO of up to 38.4%, whereas DT saw the 
smallest increase in accuracy at 0.03%. The 
classification model for public service 
satisfaction with services offered by the village 

administration in Tambun Selatan sub-district is 
compared in the following, as shown in Table 
11. 

 

 
Figure 11. Comparative Models of Classification 

+ PSO Chart 
 

Table 11 demonstrates the customer 
service satisfaction categorization model's 
results, which reveal that the Decision Tree 
method had the best accuracy (97.74%) and the 
SVM approach had the lowest (59.90%). The 
SVM algorithm's performance in the 
classification model after optimization with PSO 
increased significantly, rising by 38.4% from the 
results of the prior classification model to 
59.90% after optimization with PSO to 98.3%. 
Based on Table 9, the DT method was selected 
as the best algorithm for classifying public 
service happiness without PSO optimization, 
while the SVM algorithm was selected as the 
best algorithm for classifying public service 
satisfaction with PSO optimization. 

 

Table 11. Models for Classifying Public Service 

Satisfaction Comparatively 
Algorithm No PSO  +PSO Increase 

Decision 
Tree 

97.74% 97.77% 0.03% 

Naïve 
Bayes 

64.40% 69.30% 4.90% 

Support 
Vector 
Machine 

59.90% 98.3% 38.40% 

K-Nearest 
Neighbor 

77.90% 98.30% 20.40% 

 
 
CONCLUSION 

Before optimization, each algorithm in the 
classification model was evaluated. The 
decision tree algorithm achieved the highest 
accuracy of 97.74% and an AUC of 97.2% on 
the ROC graph. The KKN algorithm followed 
with an accuracy of 77.90% and an AUC of 
79.5%. The Naïve Bayes algorithm had an 
accuracy of 64.4% and an AUC of 72.1%. The 
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SVM algorithm had the lowest accuracy of 
59.90% and an AUC of 97.5%. By implementing 
Particle Swarm Optimization (PSO) for 
optimization, the SVM algorithm, which initially 
had the lowest accuracy value, experienced a 
significant increase of 38.4% in accuracy. As a 
result, the SVM algorithm achieved an accuracy 
value of 98.3%, and the ROC graph showed an 
Area Under the Curve (AUC) of 98.4%. 

Similarly, the K-Nearest Neighbors (KNN) 
algorithm achieved an accuracy value of 98.3% 
with an AUC value of 98% after starting with an 
accuracy value of 20.40%. The DT algorithm 
achieved a 97.77% accuracy rate, with an AUC 
value of 97.2%. The lowest accuracy rate after 
optimization was observed with Naïve Bayes, 
which achieved a 69.30% accuracy rate with an 
AUC value of 87.4%. The utilization of Particle 
Swarm Optimization (PSO) for feature selection 
has effectively enhanced the accuracy of every 
model, hence enhancing the classification 
process for each model. 

SVM, KNN, Naïve Bayes, and Decision 
Tree are optimized using PSO to identify the 
features or variables that have the greatest 
impact on public service satisfaction. The 
constructed model has been demonstrated to 
enhance the accuracy of each algorithm, 
enabling the classification model to assess the 
level of satisfaction with public services. 

In order to get a greater level of precision, 
it is advisable to incorporate additional variables 
or characteristics into the data for future 
investigation. For advanced algorithms, it is 
optimal to integrate feature extraction, feature 
selection algorithms, and other classification 
approaches, along with feature selection 
algorithms. 
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