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Abstract 

Pneumonia is a significant global health concern, particularly affecting young children and the elderly. It is a 
lung infection caused by bacteria, viruses, fungi, or parasites, leading to the alveoli filling with pus or fluid. 
This study addresses the challenge of accurately diagnosing pneumonia using chest X-ray images, a 
process traditionally dependent on the expertise of radiologists. The reliance on radiologists results in lengthy 
diagnosis times and high costs, particularly in regions with a shortage of medical professionals. This research 
presents a deep-learning approach to automate the classification of pneumonia using the ResNet50v2 
model, which has been pre-trained on the ImageNet dataset. The dataset used in this study, obtained from 
the Guangzhou Women and Children’s Medical Center, comprises 5,856 images, with 1,583 normal and 
4,273 pneumonia cases. The images were preprocessed and augmented to enhance the model's 
robustness. The proposed model achieved an accuracy of 94%, demonstrating its potential in clinical settings 
to assist in the rapid and reliable diagnosis of pneumonia. This study contributes to the growing body of 
research in medical image analysis by employing a pre-trained ResNet50v2 model. It highlights the 
importance of leveraging advanced machine-learning techniques to improve diagnostic accuracy and 
efficiency. 
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INTRODUCTION 

Pneumonia, a lung infection caused by 
bacteria, viruses, fungi, or parasites, leads to the 
lungs filling with fluid or pus, affecting individuals 
of all ages [1] [2]. According to the World Health 
Organization (WHO), pneumonia remains a 
leading cause of death among children under five 
years old, with 740,180 deaths in 2019 [3][4]. The 
diagnosis of pneumonia using X-ray images 
relies heavily on radiologists, leading to long 
diagnosis times and high costs [5][6][7]. The 
limited number of experienced radiologists in 
developing countries further exacerbates this 
issue [8]. 

Machine Learning, particularly Deep 
Learning, has shown promise in analyzing 
medical images, providing significant 
advancements in disease classification [9]. 
Convolutional Neural Networks (CNNs), a subset 
of Deep Learning, have proven effective in 
image-processing tasks [10]. It can run a 
computational process consisting of several 
layers of neural networks that are interconnected 
between one layer and another. It extracts 
features to allow the computer to learn 
information from the previous layer. Currently, 

Deep Learning plays an important role in the 
medical world. The medical image learning 
process in Deep Learning can extract information 
on medical images so that the analysis and 
classification process can be carried out 
effectively to help medical personnel diagnose 
diseases more accurately and quickly [11]. 
Convolution Neural Network is one of the 
approaches in deep learning widely used to solve 
various problems and produce good results [12]. 
Research on Deep Learning has been initiated to 
assist doctors in diagnosing diseases by utilizing 
X-ray images and overcoming cost problems in 
countries and hospitals with limited laboratory 
equipment [13]. 

Recent studies have utilized various pre-
trained models, such as VGG16, DenseNet121, 
InceptionV3, and Xception, for pneumonia 
classification, achieving varying accuracy [14]. 
The total dataset used in that research is 5856 x-
ray images from the Guangzhou Women and 
Children's Medical Center. The highest accuracy 
result obtained in this study was 90.5% in the 
proposed method. 

Another study by Rachna Jain, Preeti 
Nagrath, Gaurav Kataria, V. Sirish Kaushik, and 
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D. Jude Hemanth entitled "Pneumonia Detection 
in Chest X-ray Images using Convolutional 
Neural Networks and Transfer Learning" 
proposed the use of four pre-trained models 
namely VGG16, VGG19, ResNet50, and 
Inception-V3 and two Convolution Neural 
Network models. The dataset used in this 
research is the same as the dataset in the 
previous research, where in this research, the 
dataset is obtained from the Kaggle site with the 
name "Chest X-Ray Images (Pneumonia)." The 
accuracy results obtained in the first model were 
85.26%, while the accuracy results obtained in 
the second model were 92.31% [15]. 

In another study by Mohammad 
Rahimzadeh, Abolfazl Attar, "A modified deep 
convolutional neural network for detecting 
COVID-19 and pneumonia from chest X-ray 
images based on the concatenation of Xception 
and ResNet50V2". The researcher proposed the 
use of pre-trained models Xception and 
ResNet50V2, with a dataset of 180 COVID-19 
images and 42 Pneumonia images derived from 
the COVID chest x-ray dataset, coupled with 
6012 Pneumonia images and 8851 Normal 
images obtained from the rsna pneumonia 
detection challenge. The test results of the 
method used gave good results, with an average 
accuracy of 91.40% [16]. Another study by 
Mahadar A, Mangukiya P, and Baraskar T titled 
"Comparison and Evaluation of CNN 
Architectures for Classification of Covid-19 and 
Pneumonia" proposed InceptionV3, 
ResNet50V2, MobilenetV2, and VGG16 models 
as base models and performed a fine-tuning 
process during model training. The data used in 
this study were 6939 x-ray images to classify 
COVID-19 and pneumonia. From the proposed 
tests, the fine-tuning process had a positive 
impact during model training, and the use of the 
ResNet50V2 pre-trained model got an accuracy 
result of 95%.[17]. 

Chest CT scans or X-ray images can be 
used to diagnose pneumonia. The application of 
CNN in healthcare has shown promising results, 
especially for diagnosing pneumonia based on X-
ray images. Based on the results of previous 
studies, many variations of Convolution Neural 
Network models can be used. Previous studies 
have shown that applying the pre-trained 
ResNet50V2 model gave promising results, so 
this study proposes using the pre-trained 
ResNet50v2 model to improve the accuracy of 
pneumonia classification. 

The ResNet50v2 architecture, an 
enhancement of ResNet50, offers improved 
performance in certain classification tasks due to 
adjustments in the relationship between residual 
blocks [18]. This study aims to demonstrate the 

efficacy of ResNet50v2 in classifying pneumonia 
from X-ray images, contributing to the existing 
body of research and addressing the challenges 
of pneumonia diagnosis in resource-constrained 
environments. 
 
METHOD 

This research was conducted through 
five stages. The first stage is dataset collection, 
the second is data separation, the third is data 
preprocessing and augmentation, the fourth is 
CNN modeling, and the last is model 
evaluation. The first stage is the collection of 
datasets containing chest X-ray images of 
pneumonia and normal. Next, the dataset that 
has been obtained is divided into training data 
and test data. The data that has been divided 
then goes through data preprocessing and data 
augmentation. After the process, the data is 
used as a source of information in the training 
process of the model built by utilizing the 
ResNet50V2 architecture. The last stage is the 
evaluation process, which contains information 
about the model's performance results during 
model training. Details about the research and 
its flow can be seen in Figure 1. 

 

 
 

Figure 1. Research Flow 
 
A. Dataset 

In this study, the dataset is image data 
containing chest x-ray images. The dataset used 
in this study comes from the Kaggle site with the 
name Chest X-Ray Images (Pneumonia); the 
dataset in this study can be accessed on the 
Kaggle site at the following address: 
https://www.kaggle.com/datasets/paultimothymo
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oney/chest-xray-pneumonia. The dataset's 
normal and pneumonia chest x-ray images were 
sourced from Guangzhou Women and Children's 
Medical Center, Guangzhou. In this study, the 
total images in the dataset amounted to 5856 
images consisting of two categories, namely 
normal and pneumonia. The normal category 
comprises 1583 chest x-ray images, and the 
pneumonia category comprises 4273 chest x-ray 
images. Each normal and pneumonia category 
will be divided into train data and test data as a 
source of model training. Detailed examples of 
chest x-ray images used in this study can be 
seen in Figure 2 for the normal category and 
Figure 3 for the pneumonia category. 

 

 
 

Figure 2. Normal X-Ray Image 
 

 
 

Figure 3. Pneumonia X-Ray Image 
 
B. Split Dataset 

In this study, the dataset that has been 
obtained consists of 5856 x-ray images. The next 
process is to divide the dataset into two parts: 
train and test data. Train data is a data collection 
used to train the model to classify pneumonia 
from x-ray images. Meanwhile, test data is used 
for the optimization process during model 
training. In this study, the train data contains x-
ray image data with a total of 5232 data, while the 
test data contains x-ray images with 624 data. In 
the train and test data, there will be two 
categories of images: normal and pneumonia. 
Details about the number of datasets used in this 
study can be found in Table 1. 

 

Table 1. Dataset Splitting 
 

Label Normal Pneumonia Total 
Train 1349 3883 5232 

Test 234 390 624 

 
C. Data Preprocessing and Augmentation 

In this research, the obtained data will 
undergo data preprocessing and augmentation. 
While no research specifically establishes one 
best preprocessing approach, experimentation 
and testing can increase the chances of finding 
the optimal configuration according to the dataset 
characteristics [19]. Data augmentation was 
performed on training data, applying 
transformations such as rotation, horizontal and 
vertical flips, and brightness adjustments to 
introduce variability and prevent overfitting [20]. 

In this research, there is a pre-processing 
process by changing the image size to 224 x 224 
pixels. Using a data augmentation process that is 
useful for adding variations to the available image 
data. The data augmentation process uses the 
training data to modify the image to get 
variations. Augmentation can have a good effect 
on the model because it gets data with more 
diverse variations. Data augmentation also 
serves to reduce the occurrence of overfitting 
when training the model. Several parameters are 
used in the augmentation process; more details 
about the parameters and values can be seen in 
Table 2. 

 
Table 2. Augmentation Parameters 

 
Parameters Value 

rescale 1/255 

zoom_range 0.3 

horizontal_flip True 

vertical_flip True 

brightnes_range [0.5, 2.0] 
rotation_range 20 

 
 
D. Build CNN Model 

The main structures of CNN are convolution 
layers, pooling layers, and fully connected layers 
[21]. Residual Network (ResNet) is a CNN 
architecture developed to reduce the impact of 
vanishing gradient on Neural Networks and 
improve accuracy results [22]. There are several 
variations of the ResNet architecture, one of 
which is ResNet50V2. The ResNet50v2 model, 
pre-trained on the ImageNet dataset, was used 
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as the base model. Pre-trained models leverage 
previously learned features from large datasets, 
which can improve performance and reduce 
training time on smaller, task-specific datasets. 
Details of the ResNet50V2 architecture can be 
seen in Figure 4. 

 
 

Figure 4. ResNet50V2 Architecture [23] 
 

In this research, a CNN model was created 
by utilizing the pre-trained ResNet50V2 model. 
Modeling in this study is an input layer with a 
suggested size of 224x224 pixels, followed by a 
model architecture from ResNet50V2 with 
'imagine' weights used as a base model. 
Subsequently, a Global Average Pooling layer 
was incorporated. Global Average Pooling aims 
to reduce overfitting during model training [24]. 
For the Fully Connected Layer, there is a dense 
layer with the number of neurons 64 and 128 and 
a Dropout Layer with a parameter value of 0.2. 

For the output layer in this study, one neuron with 
sigmoid activation was used in the model training 
process using the Adam optimizer with a learning 
rate of 0.001. Details of the entire model built in 
this study can be seen in Figure 5, and details 
regarding the value of each parameter in the 
model that has been built can be seen in Table 3. 

 

 
 

Figure 5. Model Architecture 
 

Table 3. Values at Fully Connected Layer 
 

Description Value 

Input Layer 224x224 

Dense Layer 64, 128 

Dropout Layer 0.2 

Output Layer Sigmoid 

 
E. Model Evaluation 

Model evaluation is a crucial stage in 
assessing the model's performance during the 
training process on the provided dataset. This 
evaluation is derived from the Classification 
Report and Confusion Matrix results obtained in 
this study. The Classification Report offers a 
comprehensive summary of the model's 
performance throughout training, highlighting 
several key metrics: accuracy, precision, recall, 
and F1 score. 

Accuracy reflects the model's overall ability 
to correctly classify the instances within the 
dataset. It measures the proportion of true results 
(both true positives and true negatives) among 
the total number of cases examined. On the other 
hand, precision measures the model's accuracy 
in predicting positive instances, indicating how 
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many of the positive predictions made by the 
model are actually correct. This metric is 
particularly important in scenarios with a high 
cost of false positives. 

Recall, also known as sensitivity, assesses 
the model's effectiveness in identifying all 
relevant instances within the dataset. It shows 
how well the model captures all true positive 
cases, highlighting the ability to detect the actual 
positives among the dataset. The F1 Score, a 
harmonic mean of precision and recall, provides 
a single metric that balances the two, giving a 
more comprehensive measure of the model's 
performance when precision and recall are 
important. 

Equations detailing these metrics are 
provided: Equation 1 for Accuracy, Equation 2 for 
Precision, Equation 3 for Recall, and Equation 4 
for F1 Score. These equations form the basis for 
the performance summary presented in the 
Classification Report, offering a quantitative 
analysis of the model's capabilities during the 
training phase. 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = !"#!$

!"#%"#!$#%$
  (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = !"
!"#%"

   (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = !"
!"#%$

   (3) 

 
𝐹1	𝑆𝑐𝑜𝑟𝑒 = "&'()*)+,∗.'(/00

"&'()*)+,#.'(/00
  (4) 

 
The results in the equation contain a 

summary of the model training process that can 
be used as information to determine whether the 
model used can provide good performance on 
the data provided. The next stage in the model 
evaluation process is using the confusion matrix. 
The next stage in the model evaluation process 
is using a confusion matrix. Confusion Matrix is 
one method that can be used to determine the 
model evaluation results after the training 
process. This evaluation process uses data on 
test data as a source of testing. Each image in 
the test data will go through a classification 
process to determine how much data can be 
classified correctly and incorrectly. The results 
obtained from this process are variables used to 
calculate the accuracy, precision, recall, and F1-
Score values. There are four indicators in the 
Confusion Matrix. True Positive, True Negative, 
False Positive, and False Negative show the data 

classified correctly and incorrectly according to 
the category [25]. A detailed visualization of the 
confusion matrix can be seen in Figure 6. 
 

 
Figure 6. Confusion Matrix 

 
Figure 6 is a visualization of the 

Confusion matrix. In the classification report and 
confusion matrix, there are several variables, 
such as: 
 
TP (True Positive): Shows the number of normal 
images that can be classified correctly. 
TN (True Negative): Shows the number of 
normal images classified as signs of pneumonia. 
FP (False Positive): Shows the number of 
pneumonia images that can be classified 
correctly. 
FN (False Negative): This shows the number of 
pneumonia images classified as normal. 
 
 
RESULT AND DISCUSSION 

The model in Figure 5 will be trained on the 
dataset provided, with 100 epochs divided into 
two stages. In the first stage, the model training 
is carried out on the freeze layer condition on the 
base model, ResNet50V2, with 50 epochs. In the 
second stage, a fine-tuning process is carried out 
by changing the setting of some of the base 
model layers to unfreeze and retrain for 50 
epochs. 

Testing the model that has been built by 
utilizing ResNet50V2 as a base model, 
GlobalAveragePooling in the Pooling layer, two 
dense layers with several neurons of 64, 128, 
and a dropout layer with a weight of 0.2 in the 
Fully Connected Layer. This research used 
Adam Optimizer with a Learning Rate of 0.001. 
The performance results obtained by the model 
during the training process can be seen in Figure 
7 and Figure 8. Figure 7 contains information 
about the graph of the accuracy of the model that 
has been built, and Figure 8 contains information 
about the loss graph of the loss graph on the 
model that has been built. 
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Figures 7 and 8 are the results of graphical 
representations that illustrate how the model's 
performance can be used as a source of 
information to find out whether the model can 
produce good performance during the training 
process. Figure 7 specifically illustrates 
information about the accuracy results presented 
in a graphical illustration, while Figure 8 

illustrates information about the loss graph 
results presented in a graphical illustration. Both 
graphs have the same axis structure, with the x-
axis indicating the number of epochs during 
model training and the y-axis depicting the 
accuracy and loss values corresponding to the 
results of each epoch during the model training 
process.

 

 
 

Figure 7. Accuracy Graph 
 

 
 

Figure 8. Loss Graph 
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The accuracy results depicted in Figure 7 

indicate that the model achieved high accuracy 
throughout the training process. This consistent 
performance demonstrates the model's capacity 
to learn effectively. Notably, there is a marked 
increase in accuracy from the beginning to the 
end of the training iterations, underscoring the 
model's ability to improve over time. 

In parallel, the loss graph results shown in 
Figure 8 reveal that the model attained a 
favorable loss value, indicative of its proficiency 
in minimizing error. The visual representation 
highlights that the model maintained a low loss 
value, which progressively decreased from the 
start to the conclusion of the training iterations. 

The combined visualization of accuracy and 
loss graphs leads to the conclusion that the 
model was constructed with a strong learning 
capability. This conclusion is supported by the 
model's ability to achieve high accuracy values 
and demonstrate continuous improvement in 
accuracy throughout the training process. 
Additionally, the model's ability to maintain a 
relatively low loss value and exhibit a decline in 
loss over time further confirms its effectiveness. 

The evaluation stage is after knowing the 
accuracy and loss graph results by testing the 
test data using the Confusion matrix. The 
confusion matrix results show the performance of 
the model built to classify. The results obtained in 
this confusion matrix contain the number of 
image data in the test data that can be classified 
correctly and incorrectly on each label. The 
results of the confusion matrix model built in this 
study can be seen in Figure 9. 

 

 
 

Figure 9. Confusion Matrix  
 

Figure 9 presents a visualization of the 
confusion matrix, which illustrates the 
performance of the constructed model. The 
results displayed in the confusion matrix are 
derived from the classification process applied to 
the testing dataset, which comprises 624 data 
points. This matrix clearly indicates the model's 
classification capabilities by displaying the 
number of correctly and incorrectly classified 
instances. 

The results reveal that the model 
demonstrates strong performance in 
classification tasks, as evidenced by the high 
number of images correctly identified according 
to their actual labels. Specifically, the confusion 
matrix shows that the model accurately classified 
588 out of the 624 data points. This includes 225 
images correctly identified as normal and 363 
images correctly identified as pneumonia. 

Conversely, the model misclassified 36 data 
points, with nine normal images incorrectly 
labeled and 27 pneumonia images inaccurately 
classified. These results underscore the model's 
effectiveness in distinguishing between normal 
and pneumonia cases while also highlighting 
areas for potential improvement in reducing 
misclassifications. 

The classification report can be used to 
obtain accuracy, precision, recall, and F1 Score 
results. It is used to determine the results during 
the model training process. The performance 
results obtained through the classification report 
can be seen in Table 4, and the results can be 
compared with previous and proposed research. 

 
Table 4. Evaluation Result 

 

Model Accuracy Precision Recall F1-
Score 

Gaobo 
Liang, 
Lixin 

Zheng 
(2020) 

[14] 

90% 89% 96% 92% 

Proposed 
Model 94% 93% 95% 94% 

 
The information presented in Table 4 

provides a comprehensive comparison of the 
performance metrics between previous research 
and the new approach proposed by the authors. 
The performance results of the proposed 
methodology demonstrate a significant 
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improvement over earlier studies. Specifically, the 
accuracy rate has increased to 94%, while 
precision has reached 93%. The recall metric 
shows an impressive 95%, and the F1-Score 
stands at 94%. These enhanced performance 
metrics underscore the effectiveness of the 
research methodology introduced in this study. 

The superior classification performance 
highlights the robustness and reliability of the 
proposed approach, indicating its potential for 
practical applications in the relevant field. The 
accuracy improvement suggests a more precise 
identification of true positive cases, while the high 
precision rate reflects the model's ability to 
correctly classify positive instances with minimal 
false positives. The elevated recall rate ensures 
that the model successfully identifies most 
positive cases, thus minimizing false negatives. 
Furthermore, the balanced F1-Score 
consolidates the precision and recall 
improvements, showcasing a well-rounded 
enhancement in classification performance. 

These advancements in performance 
metrics validate the proposed research 
methodology and demonstrate its significant 
contribution to the field. The improved results 
pave the way for further research and 
development, emphasizing the potential for 
practical implementation and broader adoption. 
The findings reflect positively on the progress and 
impact of the authors' research, establishing a 
new benchmark for future studies in this domain. 
 
CONCLUSION 

The conclusions obtained from this study 
were obtained from the results of model testing 
using the ResNet50V2 architecture. The model 
built using the ResNet50V2 architecture during 
training can provide good results for the 
pneumonia disease classification process on the 
given dataset. This is indicated by an increase in 
accuracy during the model training process and a 
decrease in the loss value during the model 
training process. The model built produced higher 
accuracy than previous studies; the results 
obtained in this study produced an accuracy of 
94%, precision reaching 93%, recall showing 
95%, and F1-Score results of 94. The results 
obtained in the confusion matrix show good 
performance, and the model built can classify 
normal and pneumonia images in the test data 
with satisfactory results. The results obtained 
from testing the model using the confusion matrix 
were able to classify normal and pneumonia 
images correctly, with as much as 588 data. They 
only misclassified normal and pneumonia 
images, with as much as 36 data from 624 test 
data images. 

Future research could explore using other 
pre-trained models and fine-tuning techniques to 
enhance classification performance. By 
experimenting with different pre-trained 
architectures, researchers can identify models 
that offer improved accuracy and efficiency for 
specific tasks. Additionally, fine-tuning these 
models on domain-specific datasets can help 
tailor their performance to better suit particular 
classification challenges. 

Moreover, investigating the impact of 
different data augmentation strategies on model 
performance could provide valuable insights into 
optimizing training processes. Data augmentation 
techniques, such as rotation, scaling, cropping, 
and color adjustments, can significantly affect the 
model's robustness and generalizability. 
Understanding which augmentation strategies 
yield the best results for specific data types can 
help develop more effective training pipelines. 

Exploring these avenues can contribute to a 
deeper understanding of how various techniques 
and methodologies can be leveraged to improve 
the performance of classification models, 
ultimately leading to more accurate and reliable 
outcomes in practical applications. 
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