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Abstract 

Banks generally carry out marketing strategies by offering deposit products directly to customers. 
However, this method is less effective because it requires individualized communication without 
considering the customer's interest in the product offered. Therefore, this research aims to categorize the 
classification of bank customers into Yes and No. This research uses a dataset of bank deposits taken 
from KTM. This research uses a bank deposit dataset taken from Kaggle, the data consists of 11162 rows 
with 17 attributes.  PCA technique was used for feature selection which was optimized by reducing the 
dimensionality of the dataset before modeling. It was found that the best model accuracy was SVM RBF 
kernel with C parameters achieving 80.51% accuracy and ANN 80.78%, but ANN showed a higher ROC 
graph than SVM because ANN performance results were faster than SVM. Thus, the overall performance 
measurement of ANN is much better.  
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INTRODUCTION 

In an era where data availability is 
increasingly abundant, the banking sector is one 
of the most affected by technological advances, 
especially in data management and analysis [1] . 
Data is a valuable asset that can provide deep 
insights to improve marketing strategies and 
customer management. By leveraging marketing 
data, banks can analyze customer transaction 
patterns, product preferences and financial 
habits to develop more effective and targeted 
marketing strategies [2]. The combination of 
sophisticated marketing techniques and 
intelligent marketing data analysis enables 
banks to gain competitive advantage, reach 
customers more effectively, optimize product 
sales and maintain market share. One of the 
banking products that is the focus of this 
research is deposits. Bank deposits are 
becoming quite a popular and necessary 
financial instrument for many individuals and 
business entities [3]. 

In carrying out deposit marketing 
campaigns conducted by banks over the phone 
and sending messages to customers for 
marketing purposes, there are situations where 
officers need to contact clients more than once 

to ascertain whether they are interested in 
subscribing to a deposit or not. This process is 
not only ineffective, but also requires significant 
expenditure. This ineffectiveness in the 
marketing process occurs because bank officers 
do not understand the characteristics of clients 
who have the potential to subscribe to deposits. 
The marketing department should be able to 
determine potential customers by considering 
factors such as trustworthiness, time limit, risk 
level, and credit objectives [4]. This is very 
important as the marketing department is 
responsible for keeping the customer from facing 
difficulties in repaying the loan, which is often the 
main risk in assessing any loan grant. With the 
large amount of customer data available, banks 
need a method or system that can ensure 
effectiveness, time efficiency, and cost in 
conducting the marketing campaign process. 
Data analysis can be done by using customer 
classification to evaluate the extent of the 
success of marketing campaigns towards 
customers which would be important data in 
improving the deposit marketing process. 

Classification is a part of Machine 
Learning where the process involves finding a 
model or function that describes and 
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distinguishes a class or concept in the data. This 
model is generated through analysis of training 
data and then used to determine the class label 
of an unknown object [5]. Various techniques in 
Machine Learning such as Logistic Regression, 
Support Vector Machine, K-Nearest Neighbor, 
Random Forest, Artificial Neural Networks, and 
Decision Tree can be applied to solve various 
classification problems [6]. Several previous 
studies have discussed the use of PCA for 
various Machine Learning algorithms. This 
research uses Data Mining method and Feature 
Selection Method (PCA) with the proposed 
model is k-means to determine the potential 
customer group which gives 87.76% accuracy 
score with UCI Machine Learning Repository 
dataset of actual data about bank telemarketing 
[7]. This research successfully predicts 
telemarketing bank customers for deposits, 
using the correlation-based feature selection 
method combined with the Multilayer Perceptron 
Neural Networks classification method. 
Classification using MLPNN with varying Mean 
Squared Error (MSE) values has an accuracy 
rate of 80.5%, recall 29.0%, and precision 77.4% 
with the Portuguese banking institution dataset in 
UCI Machine Learning Repository [8]. Similarly, 
[9] Conducted research to predict Banking 
Customer Term Deposits, using Random Forest, 
Logistic Regression, SVC, and XGBoost 
methods. The results showed that the random 
forest and xgboost models were the most 
effective, with accuracy reaching 91.7% using 
data taken from Hugging Face.  Another study 
developed a model to classify potential deposit 
customers using the Ensemble Least Square 
Support Vector Machine model with AdaBoost. 
The results showed that this method achieved 
an accuracy of 95.15%. The authors used the 
bank direct marketing dataset which can be 

accessed through the University of California at 
Irvine (UCI) Machine Learning Repository [10]. 

Based on the explanation of the 
previous problem and with the support of 
previous research findings related to the 
application of feature selection to optimize the 
performance of machine learning algorithms in 
classifying marketing banks, this research 
develops various Machine Learning methods, 
and applies 6 Machine Learning algorithms 
namely, Logistic Regression, Support Vector 
Machine, K-Nearest Neighbor, Random Forest, 
Artificial Neural Network, and Decision Tree. The 
contribution to this research lies in the 
application of the PCA technique for each 
different classifier. Each classifier is assessed 
based on performance metrics, mainly using 
ROC (Receiver Operating Characteristic) and 
Confusion Matrix. With the classification results 
using supervised algorithms, customers with 
existing parameters can be classified between 
Yes and No. Therefore, this pattern can be used 
as a benchmark. Thus, this pattern can be used 
to benchmark customers who take time deposits 
(Yes) and customers who do not take time 
deposits (No). It is hoped that this model can 
help banks to support sustainable growth in the 
banking sector and increase the effectiveness of 
segmentation with various Machine Learning 
methods. 
 
METHOD 
Research Procedure 

This research process begins with the 
literature review stage which aims to find the 
theoretical basis used and search for relevant 
scientific literature to support the research. In 
this overall research, the steps or stages of 
research are as follows:

 

Figure 1. Flowchart of research stage 
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Data Collection 

The dataset used in this study comes 
from the bank marketing dataset obtained from 
the Kaggle website, which can be accessed via 
the link 
(https://www.kaggle.com/datasets/janiobachman
n/bank-marketing-dataset). This dataset 
consists of 11162 rows with 17 attributes, this 
dataset consists of a number of attributes as 
seen in Table 1.  

Then, this research conducted 
Exploratory Data Analysis (EDA). In this 
dataset, there are two final categories that are 
deposit attributes, namely class Yes and class 
No. These two classes will be the target of the 
classification process, as shown in the Figure 2.  

 
 

 

Table 1. Kaggle Bank Dataset Description 

Attribute Name  Type  Description 

Age Numeric Age 

Job Category Employment Category 

Marital Categories Marital Status Category 

Education Categories Last Education Category 

Default Categories Category Having Debt in arrears 

Balance Numeric Customer Balance (in Euro currency) 

Housing Category Category Having a Home Loan 

Loan Category Category Is there a loan? 

Contact Categories Category Type of Communication 

Day Numeric Date of Last Contact within the Year 

Month Categories Categorical Month of Last Contact within the Year 

Duration Numeric Time of Last Call 

Campaign Numeric Number of Contacts During Credit Offer 

Pdays Numeric Number of Days Customer Contacted from Previous Offer 

Previous Numeric Number of Calls Before Offer to Customer 

Poutcome Category Past Offer Result Categories 

Deposito Categories Current Offer Result Categories 

 
 
 

 
 
 

Figure 2. EDA distribution class in dataset 

https://www.kaggle.com/datasets/janiobachmann/bank-marketing-dataset
https://www.kaggle.com/datasets/janiobachmann/bank-marketing-dataset
https://www.kaggle.com/datasets/janiobachmann/bank-marketing-dataset
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Preprocessing 
In the process of obtaining high-quality 

data, several techniques were used, including: 
1) The initial stage involves the data 

cleaning process, where the dataset 
goes through a thorough cleaning 
process to ensure optimal quality. In 

this step, observed data values are 
carefully checked to ensure proper 
presentation without any duplicate 
prefixes for each feature [11]. It was 
found that the dataset used in this 
study had no missing values or 
duplicate data, as described in the 
information. 

 
2) In this research, the process of 

transforming the data is done to 
improve the accuracy and efficiency of 
the algorithm. This process involves 
encoding categories into numerical 
values and categorical values and 
then separating them. For example, 
we assigned a value of 1 for deposit 
"Yes" and a value of 0 for deposit label 
"No". It is important to note that other 
features besides deposit, consist of 
both numerical and categorical data. 

Categorical data describes 
information related to a particular 
category or group [12]. In this dataset, 
variables such as job, marital, 
education, default, housing, loan, 
contact, month, and outcome are 
categorical data. For example, the job 
column provides information about the 
customer's job type, such as admin, 
technician, or services. Marital 
indicates marital status such as 
married. Education describes the level 
of education such as secondary or 
tertiary. Meanwhile, default, housing, 
and loan represent yes/no categories, 
and contact can contain the type of 
contact used. This categorical data 
provides a complete picture of the 
non-numerical attributes of the 
individuals in the dataset. Information 

such as employment type, marital 
status, education level, and more help 
in understanding the characteristics or 
profile of the individual represented by 
each row in this dataset.  

 
3) Furthermore, data scaling and 

normalization are also carried out to 
produce standardized data using the 
Z-Score scaling method. The purpose 
of this normalization is to achieve 
standards in the data [13]. The formula 
applied for Z-Score scaling used in 
this data normalization process, is as 
follows: 

 
𝑍 = 𝑋 − µ𝜎  

 
(1) 

Z is the resulting Z-Score value, 𝑋 is an 
important value for considering feature 
standardization in data analysis. The symbol μ 
represents the mean value of the entire 
dataset, while σ signifies the standard 
deviation. 

The use of Z-score was chosen because 
of its effectiveness in scaling data that has a 
normal distribution as well as its resistance to 
outliers [14]. The data consisting of 11162 
rows has been divided into training and test 
data. The ratio of the two datasets was set at 
80:20, with the training data consisting of 80% 
and the test data consisting of 20%. With a 
limited number of outliers in this dataset, the 
20% set aside for test data is considered 
sufficient for the purpose of evaluating the final 
model. With a total of 8929 training data, while 
the test data is 2233 data. After the data is 
divided, the dataset is then feature selected 
using Principal Component Analysis (PCA). 
The next step is to enter the dataset into the 
model and run a series of testing processes. 

 
Feature Selection Using PCA 

PCA is a method that aims to reduce the 
dimensionality of data by processing 
component variables to lower dimensions, with 
the aim of maximizing the variance of the 
represented data [15]. The dataset applied in 
this study has a high number of rows 
consisting of 17 rows. The large number of 
rows is an obstacle in achieving optimal 
results and can cause overfitting. Therefore, 
PCA was applied to this dataset with the aim 
of converting 17 rows into only 11 rows, in an 
attempt to improve the performance results. 
The main benefits of PCA are to reduce the 
risk of overfitting, removal of correlated 

Figure 3. General look for missing 
values and duplicate data 
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features, and improvement of Machine Learning algorithm performance [16]. 
 

 
 

In this study, we used the pareto plot, as 
seen in Figure 5, to evaluate the eigenvalues 
and determine the optimal number of principal 
components used in the next modeling step. In 
a pareto plot graph on a PCA pareto plot 
curve, the x-axis generally shows the number 
of components, while the y-axis shows the 
single value or variance explained by each 
component. This curve provides a visual 
representation of the contribution of each 
component to the total variance in the dataset. 
The pareto plot graph indicates that the 
optimal number of principal components (PC) 
is 14, which explains a cumulative variance of 
0.96. The concept of cumulative variance 
explained is the essence of PCA, a dimension 
reduction technique often used in multivariate 
data analysis. Afterwards, we used the 
dimensionality of the training and testing data 
for the next step in the modeling process. 

 
Model Overview 

1) Logistic Regression  
Logistic Regression is a statistical 

technique that is often used to describe the 
relationship between binary dependent 
variables and one or more independent 
variables. This method is a type of supervised 
learning algorithm and is used to predict the 
probability of the target variable [17]. The 
target variable is constructed on the basis of 
linear regression to evaluate the output and 
minimize the error. Furthermore, a complex 

estimation function is used which is either a 
sigmoid function or a logistic function. In a 
bank data environment, logistic regression can 
be applied to analyze variables such as 
decisions related to opening deposits, loans, 
or other financial decisions. The analysis is 
based on information such as age, 
employment type, balance, marital status, and 
other relevant variables contained in the 
dataset. The formula of logistic regression is 
used to model the probability of an outcome 
that is binary 0 or 1 based on the data set, 
where the model projects the probability using 
a logistic regression function [18]. The logistic 
regression function is described as follows: 

 

 𝑃(𝑌 = 1) = 11 + ⅇ − (𝑏0 − 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑘𝑥𝑘) (2) 

 
 𝑃(𝑌 = 1) is the conditional probability that the 
dependent variable (y) is 1 given a set of 
values of the independent variable (x). ⅇ is the power of the Euler number. 𝑏0 is a constant or bias. 𝑏1, 𝑏2, … , 𝑏𝑘 are the coefficients for each 
independent variable 𝑥1, 𝑥2, … , 𝑥𝑘. respectively. 𝑥1, 𝑥2, … , 𝑥𝑘. are the values of the independent 
variables. 
It expresses the relationship between a binary 
dependent variable and a number of 
associated independent variables in the form 
of probabilities. The goal of logistic regression 

Figure 4. Pareto plot of eigenvalue in PCA 
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is to find coefficient values 𝑏0, 𝑏1, 𝑏2, … , 𝑏𝑘 that 
can predict the probability of a particular class 
of the dependent variable based on given 
values of the independent variables. 

 
2) Support Vector Machine 
The Support Vector Machine (SVM) 

method can be used to classify target 
variables in bank datasets by utilizing relevant 
features [19]. It aims to predict or analyze 
certain target variables, such as decisions 
related to deposit opening or other financial 
aspects. It is important to select an appropriate 
kernel such as linear, rbf, or poly based on the 
specific characteristics of the data to ensure 
optimal results. It has proven its success in the 
fields of classification, regression, time series 
prediction, and estimation. The main goal of 
this approach is to find an optimal separating 
hyperplane that is able to correctly classify the 
data points as efficiently as possible and 
maximally distinguish between points from two 
classes [20]. The SVM formula is as follows: 

 

 
𝑓(𝑥) = ∑ 𝑎𝑖𝑦𝑖𝑘(𝑥1𝑥𝑗) + 𝑏𝑛

1=1  

 

(3) 

𝑁 is the number of training samples, 𝑎𝑖 
denotes the weights calculated in the training 
process, 𝑦𝑖 is the class label of the 𝑖 training 

sample, 𝐾(𝑥𝑖 , 𝑥𝑗) stands for the kernel, and 𝑏 

is the bias value of the term. In this study, we 
compare the linear and RBF kernels to find out 
which kernel produces the best C value. the 
formulas of the Linear and RBF kernels are: 

 
K(xi , xj)  =  xi . x𝑗 

 
(4) 

 

 
𝐾(𝑥𝑖 , 𝑥𝑗) = ⅇ𝑥𝑝(−  ||𝑥𝑖 , 𝑥𝑗 ||22𝜎2  

 
(5) 

 
In the context of formula (4), 𝑥𝑖 

represents the feature vector of an example, 
while 𝑥𝑗 refers to the feature vector of an 

example in the training set. Furthermore, in 
formula (5), ||𝑥𝑖 , 𝑥𝑗||2 represents the square of 

the Euclidean distance between 𝑥𝑖a nd 𝑥𝑗, 

where exp denotes the exponential value of 
the number 𝑥, which is Euler's constant 

(approximately 2.71828), and 𝜎 is a parameter 
that controls the width of the RBF kernel. 
Linear and RBF kernel functions are the most 
commonly used in this context, the selection of 
alternative parameters is crucial to achieve a 
more optimal fit, hence this study uses the C 
parameter. 

The optimal value used in this study lies 
in the RBF kernel with a C value of 4, because 
it provides similar accuracy in the training and 
testing stages, as shown in Figure 6. The C 
parameter serves as a control for 
misclassification of training data in SVM. The 
C value regulates how much punishment is 
given to misclassified data points against the 
separating hyperplane. A higher C value 
results in a larger determinant, making the 
model more rigorous in handling 
misclassifications in the training data. By 
choosing the right C value, we can optimize 
the balance between fitting the model to the 
training data and preventing overfitting.  

Based on Figure 6. why RBF is much 
better than linear because this dataset is a 
non-linear dataset which contains various 
features that include demographic information, 
customer behavior, and marketing campaign 
details, and the target is whether the client 
accepts or does not accept the marketing 
offer. 

 

 
Figure 5. SVM linear and RBF kernel for best C value 
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The bank dataset used evaluates two 
types of approaches in SVM analysis: linear 
kernel and RBF kernel. It can be seen in the 
performance of the linear kernel, although this 
model is able to handle linear relationships 
between features and targets, but in the case of 
the bank dataset used, the performance of this 
model may be limited and has complex and 
non-linear relationships. Then, the RBF kernel 
approach is used to find a more complex non-
linear mapping of the data to a higher 
dimension. Thus, it is able to capture more 
complicated relationships between features and 
targets in the dataset [20].  

Comparing the results between linear 
kernel and RBF kernel, it can be concluded that 
SVM with RBF kernel gives much better 
performance than linear kernel to predict the 
decision of acceptance or rejection of marketing 
offers in this dataset. With higher accuracy the 
approach of using RBF kernel is a superior 
choice and obtains optimal results. 

 
 

3) K-Nearest Neighbor 
The KNN method is a simple and 

efficient non-parametric classification approach 
based on supervised learning [21]. KNN 
operates by identifying the k nearest samples 
from an existing dataset. When a new unknown 
sample appears, the algorithm classifies the 
sample into the most similar class. In other 
words, in the classification process, the 
algorithm determines the group of test samples 
with k training samples that are the closest class 
to the test samples, then attributes them to the 
highest class [22]. There are various distance 
measurement techniques that can be applied in 
this algorithm, and one of the commonly used 
techniques is the 'Euclidean' distance method, 
which is calculated using the formula :  

 

 𝑑(𝑥, 𝑦) = √(𝑥 − 𝑦)2 (6) 

 
In this research, a value of k of 5 was 

chosen which is the Euclidean distance (𝑑) 
between two points 𝑥 and 𝑦. The distance is 
measured using the previously mentioned 
formula for each neighbor. 

 
4) Random Forest 

Random Forest presents as an 
ensemble classifier for decision tree learners. 
This method uses multiple decision trees so that 
each decision tree depends on a random vector 
value chosen separately with the same 

distribution for all decision trees. Random forest 
is actually a way to combine many decision 
trees learned on different sets of the same data 
with the target to reduce variance [23]. The 
advantage of using RF is that it comes with high 
dimensional data, without the need for 
dimensionality reduction and feature selection. 
The training rate is also higher and it is easy to 
use in parallel models. Random Forest uses the 
Gini coefficient to build the decision tree [24]. 
The training set has n features in the Gini index 
coefficient taken from the CART (Classification 
and Regression Trees) learning system to 
create a decision tree. The Gini coefficient 
measures the non-uniformity between values in 
a frequency distribution. The Gini coefficient has 
the following formula: 

 

 𝐺𝑖𝑛𝑖(𝑇) = 1 − ∑(𝑃𝑗)2𝑛
𝑗=1  (7) 

In formula (7), a Gini coefficient of zero 
represents perfect similarity while a coefficient 
of 1 represents maximum dissimilarity between 
the values. If a dataset T contains examples 
from n classes and Pj is the relative frequency. 
 

5) Artificial Neural Network 
ANN is an artificial intelligence 

computational network designed based on the 
biological structure of the human brain [25]. 
Artificial Neural Network (ANN) has been widely 
adopted in a wide array of research, making it a 
significant research subject. In particular, the 
use of these networks has provided remarkable 
achievements, especially in marketing bank 
classification and early stage prediction. 
Typically, the structure of an ANN model 
consists of three layers: Input, Hidden, and 
Output. Each layer consists of a network of 
interconnected neurons, with a non-linear 
activation function that increases the network's 
capacity to understand non-linear patterns. The 
initial stage starts from the Input layer which 
receives data and passes it to the Hidden layer 
for processing. The result of the analysis is then 
sent to the Output layer, where the final result is 
obtained [26]. However, due to these limitations, 
training an Artificial Neural Network (ANN) is 
likely to involve a series of computationally 
complex processes. The activation process of 
an ANN is described in equation (8). 

 
𝐽1 = ∑ 𝑉𝑙𝑘𝑋𝑘 + 𝑏1𝑘  𝐾1 = 𝑔1(𝐽1) 

(8) 
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The activation function in equation (8) is 
embodied in 𝑔1, while 𝑉𝑙𝑘 is defined as the 
weight connecting the input layer and the hidden 
layer. The term 𝑏1 refers to the difference 
between the input layer and the hidden layer at 
each connection. In addition, 𝑋𝑘 represents the 

input at the input layer, 𝐽1 is the sum of the 
inputs weighted by the bias, and 𝐾1 represents 
the output of the hidden layer generated by the 
activation function. 

 

 
𝐽𝑚 = ∑ 𝑉𝑚𝑙𝑋𝑙 + 𝑏𝑚𝑙  𝐾𝑚 = 𝑔𝑚(𝐽𝑚) 

(9) 

 
In formula (9), 𝑔𝑚 reflects the activation 

function, 𝑉𝑚𝑙 indicates the weights connecting 
the output layer 𝑚 with the hidden layer 𝑙, and 𝑏𝑚 is the difference between the hidden layer 

and the output layer at each connection. 𝑋𝑙 
refers to the output of the hidden layer at each 
node, 𝐽𝑚 is the sum of the weights at the output 

layer, and 𝐾𝑚 represents the final output of the 

output layer. In the context of (2) and (3), 𝑚 

indicates the output layer, 𝑙 refers to the hidden 

layer, and 𝑘 represents the input layer.  
 
In this study, three dense hidden layers were 
implemented using ReLU and Sigmoid 
activation functions as shown in Figure 7. ReLU 
was used to replace negative values with zero 
while keeping positive values unchanged. Next, 
two levels of dropout and Sigmoid activation 
were applied with batch size = 100 and epoch = 
500. The use of dropout layers aims to 
overcome the overfitting problem that occurs 
when the validation value of the loss is high, and 
the training loss is low. Therefore, this study 
uses early stopping with parameters verbose=1 
and patience=40 to overcome it, as shown in 
Figure 8. 

Early Stopping is a strategy in the 
model training process that stops the training 
process if there are indications of overfitting as 
measured through metrics on the validation 
dataset. This approach aims to prevent the 
model from memorizing excessive training data 
in order to improve the model's ability to perform 
better generalization [27]. 
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Figure 7.  Proposed ANN flowchart method 

 

 
Figure 8. ANNs visualization before using Early 

Stopping 
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Figure 9. ANNs visualization after using Early 

Stopping 

 
6) Decision Tree 

Decision tree is an algorithm that uses a 
tree structure as a prediction model that is 
generally used for decision making. Each tree 
has branches that represent attributes that must 
be met to continue to the next branch until it 
reaches the leaves [28]. In data processing, the 
decision tree determine the attributes of the 
decision root by using a gain ratio calculation. 
The calculation illustrates that gain refers to how 
much information is obtained by knowing the 
attribute value, while split information is used for 
attributes that have more than two variations 
[29]. The rules applied to this decision tree 
model are defined using the conjunction 'IF'. 

The formula for Gain Ratio of an attribute 𝐴 
against a data set 𝑆 in a classifier algorithm is as 
follows: 
 

 
𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑖𝑜 (𝑆, 𝐴)  = 𝐺𝑎𝑖𝑛 (𝑆, 𝐴)𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 (𝑆, 𝐴) 

 
(10) 𝐺𝑎𝑖𝑛 (𝑆, 𝐴) is the Gain value of attribute 𝐴 

against data set 𝑆. 𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 (𝑆, 𝐴) is the Split Information 

value of attribute 𝐴 against data set 𝑆. 
 
RESULT AND DISCUSSION  

After data pre-processing, the 
classification performance is visually 
represented using a number of confusion 
matrices. Data pre-processing involves steps 
such as replacement of missing values and 
extraction of minimum and maximum values 
from the dataset. Subsequently, data scaling 

and dimensionality reduction using Principal 
Component Analysis (PCA) was applied to all 
Machine Learning algorithms used in this study. 
Performance evaluation is done using confusion 
matrix and ROC curve. 
 
Performance Measurement with confussion 
matrix and ROC curve 

This research applies 6 methods to the 
dataset and each method measures the 
performance of the model using Accuracy, 
Precision, and Recall metrics. The formula used 
to measure performance is:  

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = TP + TNTP + FP + FN + TN (11) 

 

 𝑃𝑟ⅇ𝑐𝑖𝑠𝑖𝑜𝑛 = TPTP + FP (12) 

 

 𝑅ⅇ𝑐𝑎𝑙𝑙 = TPTP + FN (13) 

 
The following is the meaning of each formula in 
(11), (12), and (13) mentioned [3]:  
- TP (True Positive) = (Positive results that are 
correctly classified as customers taking 
deposits). 
- TN (True Negative) = (A negative result that is 
correctly classified as not taking a deposit). 
- FP (False Positive) = (A negative result that is 
incorrectly classified as a customer taking a 
deposit, when in fact it is not: Type I error). 
- FN (False Negative) = (A positive result that is 
misclassified as not taking a deposit, when in 
fact it did: Type II error).  
Accuracy is the total amount of data that is 
correctly predicted by Machine Learning, 
compared to the total of all data which can be 
calculated in formula (11). Precision is the 
percentage of relevant elements that can 
express how often the model is able to make 
correct predictions, and can be calculated based 
on the formula in (12). Meanwhile, Recall is the 
percentage of relevant elements that are 
successfully classified correctly by the model 
against all relevant data, so it can be calculated 
by the formula that can be seen in (13). Below 
are the performance results of each algorithm 
shown in Table 2. as well as the confusion 
matrix with x labels representing the test data 
and y labels representing the model predictions, 
shown in Figure 9.  

 

Table 2. Performance each algorithm based on confussion matrix 

Model and  No (0) Deposit (1) 
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Accuracy Score Accuracy Precision Recall Accuracy Precision Recall 

ANN (82.08%) 82% 88% 76% 82% 77% 89% 

SVM:RBF (82.04%) 82% 84% 81% 82% 80% 83% 

DT (72.77%) 72% 74% 75% 72% 72% 71% 

RF (79.71%) 79% 82% 81% 79% 79% 80% 

KNN (77.78) 76% 75% 82% 76% 78% 71% 

LR (78.45%) 78% 78% 82% 78% 79% 75% 

Table 3. Perfomance each algorithm without PCA 

Model and  
Accuracy Score 

No (0) Deposit (1) 

Accuracy Precision Recall Accuracy Precision Recall 

ANN (80.51%) 80% 86% 75% 80% 76% 86% 
SVM:RBF 
(78.68%) 78% 83% 74% 78% 75% 84% 

DT (74.74%) 74% 78% 72% 74% 72% 78% 

RF (81.32%) 81% 90% 72% 81% 75% 92% 

KNN (72.81) 72% 71% 80% 72% 75% 65% 

LR (79.08%) 79% 82% 76% 79% 76% 82% 

 
The findings from the experiments 

conducted show that the use of PCA 
significantly improves the performance of the 
model in this study. By using PCA, the model 
successfully overcomes the overfitting problem 
and provides more accurate predictions. In 
contrast, if PCA is not used, the model tends to 
give less satisfactory results. This is mainly due 
to the high-dimensional complexity of the 
dataset, which complicates the model training 
process and increases the risk of overfitting. 
Thus, it is concluded from the results conducted 
that using PCA is much more effective than not 
using PCA in analyzing this bank dataset. PCA 
helps to improve model performance, reduce 
complexity, and produce more accurate 
predictions. Therefore, when dealing with high-

dimensional datasets, the use of PCA is a more 
advisable option to optimize model 
performance. 

 
Comparison of Method Performance with 
ROC Curve 

This research compares the 
performance of the proposed method using the 
ROC (Receiver Operating Characteristic) Curve, 
which serves as a method in model selection 
and evaluation in two-class classification 
problems [30]. The ROC curve can be 
generated from the True Positive Rate (TPR) 
and False Positive Rate (FPR) results 
calculated from the confusion matrix, as shown 
in formulas (15) and (16).
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Figure 10. Confussion matrix of all models with PCA

The TPR and FPR values of each 
model are presented in Table 3. while the 
visualization is shown in Figure 10. with TPR 
(True Positive Rate) as the x-label and FPR 
(False Positive Rate) as the y-label of each 
algorithm. The formula is: 

 𝑇𝑃𝑅 = 𝑇𝑃Actual Positive = 𝑇𝑃TP + FN (14) 

 𝐹𝑃𝑅 = 𝐹𝑃Actual Negative = 𝐹𝑃TN + FP (15) 

 
The classification results of all Machine 
Learning models can be seen from the highest 
accuracy resulting from the SVM algorithm 
82.02% and ANN 82.08%, while the lowest 
accuracy is found in the Decision Tree algorithm 
with a value of 72.77%. Although SVM and ANN 
have accuracy with slightly different results, the 
ROC (Receiver Operating Characteristic) curve 
in ANN is wider and the False Positive Rate 
(FPR) value is also better than SVM.  
 
CONCLUSION  

Based on research conducted with a 
dataset obtained from the Kaggle website 
regarding bank deposits, the use of feature 
selection with the PCA method was applied to 

various Supervised Machine Learning 
algorithms. Based on research conducted with a 
dataset obtained from the Kaggle website 
regarding bank deposits, the use of feature 
selection with the PCA method was applied to 
various Supervised Machine Learning 
algorithms. The results showed that the highest 
accuracy was achieved by the ANN algorithm, 
which reached 82.08%. Evaluation through the 
ROC curve shows that the ANN graph has a 
higher performance due to the confusion matrix 
calculation results with FP=0 and FPR=0 
values. When FP and FPR are 0, this is 
considered a good result as it shows that the 
classification model does not make a mistake by 
predicting something as Yes when it is not. 
From the overall analysis, the performance of 
SVM with RBF kernel and using c-value 
selection approach shows better results 
compared to all Machine Learning algorithms 
tested in this study. For future research, it is 
recommended to perform several approaches to 
improve the accuracy value and classification 
quality in classifying bank marketing data to 
improve marketing. One of them is by using 
other feature selection techniques such as 
forward selection to get the best set of attribute

 
Table 4. Result of FPR and TPR each algorithm 

Method FPR TPR 

ANN 0.0,0.22469983,1.0 0.0,0.86597938,1.0 
SVM RBF 0.0,0.18696398,1.0 0.0,0.76101218,1.0 

DT 0.0,0.24957118,1.0 0.0,0.70290534,1.0 

RF 0.0,0.18782161,1.0 0.0,0.81068416,1.0 
KNN 0.0,0.18353345,1.0 0.0,0.70946579,1.0 
LR 0.0,0.17924528,1.0 0.0,0.74507966,1.0 
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