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Abstract

The increasing use of the internet in Indonesia has an influence on the presence of Online Travel Agents (OTA). Through the OTA application, users can book transportation and accommodation tickets more easily and quickly. The increasingly rigorous competition is causing companies like PT XYZ to be able to provide solutions to the needs and problems of their customers in the field of online ticket booking. Many customers submit reviews of the use of the PT XYZ application through Playstore and Appstore, and it needs a technique to group thousands of reviews and detect the topics discussed by customers automatically. In this study, we classified reviews from Android and iOS applications using BERT that had been adjusted through fine-tuning with IndoBERT, as well as modeling topics using LDA to evaluate the coherence score of each sentiment. The result of the comparison of hyperparameter models for the most optimal classification is epoch 4 with a learning rate of 5e-5. The accuracy obtained is 0.91, with an f1-score of 0.74. In addition, testing was carried out to compare BERT with other traditional machine learning. The best performing algorithm was Logistic Regression using TF-IDF word embeddings, achieving an accuracy of 0.890 and an F1-score of 0.865. Therefore, it can be inferred that the accuracy achieved by the fine-tuned classification model of IndoBert is sufficiently high for application in the PT XYZ review classification. Using a coherence score, we found 29 positive topics, 6 neutral topics, and 3 negative topics that were considered the most optimal. This finding can be used as evaluation material for PT XYZ to provide the best service to customers.
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INTRODUCTION

The increase in internet and smartphone users in Indonesia is changing the way people search for transportation tickets and accommodation. This is one of the drivers of the emergence of various Online Travel Agent (OTA) businesses [1]. PT XYZ is one of the OTAs in Indonesia with its products, such as hotel reservations, airplane tickets, trains, and buses. At the end of 2019, COVID-19 began to spread in Indonesia [2]. The travel industry is a business that has been quite affected during the COVID-19 period, including PT XYZ [3]. Based on data from Google's destinations insights, in 2023 travel demand has begun to bounce back compared to 2022 and 2020 [4], but the number of sales at PT XYZ has not returned to pre-pandemic times. This is still PT XYZ's focus to return the number of transactions at least close to the number of transactions before the pandemic, namely by looking for things that need to be improved.

Some factors that affect customer satisfaction to repurchase are product quality, system functionality, customer service, and return policy [5]. One of the best ways to provide good service is to respond to questions, input, or complaints quickly and professionally [6]. PT XYZ also has Android and iOS applications that get reviews from customers. However, from the large enough review data, there is no automatic management of customer review data. Currently, to find what problems often arise is still using the manual method. The customer review data is reported to the customer service team. By using machine learning techniques, PT XYZ can extract important aspects of opinions expressed from customer reviews which can later increase customer satisfaction and business productivity [7].

Several things have been done in previous studies on sentiment analysis to extract information from application reviews, such as investment applications [8], marketplaces [9], and COVID-19 contact tracing applications [10]. All is trying to find information to improve the app to be better. Sentiment analysis, a discipline within Natural Language Processing (NLP), is employed to recognize and classify opinions, feelings, and
attitudes conveyed through textual content [11]. Both traditional techniques and deep learning can be used to perform sentiment analysis. But nowadays, deep learning generates better performance compared to traditional techniques [12].

Deep learning, a machine learning component, has transformed text classification by autonomously acquiring data representations. Different deep learning techniques have been applied in text classification, such as Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and transformer models [13] [14] [15]. These techniques have proven effective in capturing textual information, learning relationships between words, and handling multiple segments of a series simultaneously. In his study, Chinnalagu conducted an evaluation of various deep learning approaches, including the utilization of Bidirectional Encoder Representations from Transformers (BERT) as a type of transformer model. The findings indicated that this model exhibited superior accuracy and performance metrics [16].

This research aims to facilitate the management of customer reviews in PT XYZ that have not been effective using NLP techniques. Specifically, this research focuses on sentiment analysis to distinguish user sentiment that is expressed in reviews on the Google Play Store and Apple App Store. The importance of this research is in its potential to unlock valuable insights into customer experience and satisfaction and help the company in increasing sales transactions.

In this study, BERT was used as an advanced deep learning model to refine sentiment analysis tasks. Bert's two-way approach allows more stable understanding of the context of user-expressed sentiment, thereby it will increase the accuracy of sentiment classification [17]. In addition, recognizing that customer feedback varies, our study is not only limited to sentiment analysis, but also involves modeling topics using Latent Dirichlet Allocation (LDA). Using LDA, our goal is to discover the underlying topics and themes that commonly appear in reviews, thus providing a thorough understanding of the issues and preferences expressed by users.

Through this research, we aim to revolutionize the process of sentiment analysis and topic modeling in the context of online travel agent application reviews in Indonesia using PT XYZ as a case study. By leveraging BERT and LDA, we wish to automate and improve the extraction of valuable information from customer reviews, thus enabling companies to make more informed decisions. At the end, users will increase their level of satisfaction and experience of using PT XYZ application.

Apps Review
App reviews coming from Google Play Store and Apple App Store platforms have an important role to play in sentiment analysis research [18]. Both platforms provide a forum for users to convey their experiences and opinions about mobile apps. Data from app reviews is a valuable resource that can provide insight into user sentiment towards an app. Both app review platforms provide a platform for users to rate and write reviews related to performance, functionality, and user satisfaction to the application. The review may contain various aspects, such as bug reports, user experiences, and other features [19].

Sentiment Analysis
Sentiment analysis, alternatively called opinion mining, is a subfield of NLP dedicated to identifying, categorizing, and extracting insights into opinions and emotions expressed in textual content. Sentiment analysis theory encompasses several concepts and techniques used to analyze human opinions reflected in texts, including positive, negative, and neutral judgments [20]. There are various methods used in sentiment analysis, such as traditional methods and deep learning [21]. This study applies a deep learning approach utilizing the BERT model, chosen for its outstanding performance in sentiment analysis applications [22] [23].

Bidirectional Encoder Representations from Transformers (BERT)
BERT, an architecture based on transformers, was created by Google's research team in 2018, drawing on the success of transformer architecture in tasks related to Natural Language Processing (NLP) [24]. A standout feature of BERT is its ability to understand text contextually from both directions [17]. In previous models, the context of the text was understood only from left to right (sequentially). However, BERT can process text simultaneously from both directions, which allows BERT to better understanding about word relationships in text [25]. IndoBERT is a BERT variant explicitly trained on an extensive collection of Indonesian texts [26]. It is better designed to capture the nuances and context of Indonesian, making it very effective for NLP tasks involving Indonesian text [27].
Latent Dirichlet Allocation (LDA)

LDA is used to discover hidden topic patterns and themes in data. LDA is a probabilistic model used to model topics in a corpus of text. The model was developed by David Blei, Andrew Ng, and Michael Jordan in 2003 [28]. LDA aims to identify topics or themes contained in a collection of documents. The way LDA works in general is model initialization, learning process, allocation of words to topics, parameter estimation, and topic selection [29].

METHOD

The approach employed in this research is illustrated in Figure 1. It begins with the collection of application review data, followed by the assignment of sentiment labels (positive, negative, or neutral). After labeling, the next phase is conducting sentiment analysis with BERT which will be continued to modeling topics with LDA to find out what topics most often arise from review data.

Data Collection

Review data is obtained through PT XYZ’s appfollow dashboard. Reviews can also be directly obtained by downloading reviews from the Google Play Store and Apple App Store that formed as csv. The total review data obtained between January 2019 and September 2023 is 27,584 data. From the review data, only reviews that contain text and have 2 or more words are used, and only reviews that use Indonesia language. From this process, review data that can be used in research amounted to 8,144 reviews.

Data Labeling

After the data collection process, 2,000 review data were randomly selected for manual labeling. The labeling was carried out by two annotators, the one who is studying bachelor degree of Informatics Engineering and other worked as Quality Assurance in one of the startup companies in Indonesia. From the labeling results, it was found that there was about 8.3% of the labeling difference between the two annotators, so we tried to adjust the review. The adjustment of 8.3% of the data resulted in a fixed review classification so that it was not biased. The final dataset consists of 2,000 samples categorized into different sentiment classes: 1,359 positive, 116 neutral, and 525 negative. Table 1 provides the number of records in each class along with several examples of data from each sentiment class.

Preprocessing

Preprocessing plays an important role in sentiment analysis, as it can have a significant impact on classification performance [30]. There are several stages that can be done, including text cleaning. Text data needs to be cleaned to remove special characters, punctuation, and other irrelevant elements [8]. Case folding can also be done in preprocessing to convert all letters into a similar form, i.e. all letters are converted into lowercase letters [31]. In text data, some of them contain non-standard words. Therefore, it is necessary to normalize data into standard words in accordance with the Big Indonesian Dictionary (KBBI) [32]. In addition, there is a stemming process to convert words into their basic form which is useful for reducing the variety of words that have the same meaning. However, for some text classification techniques will eliminate this process because it affects accuracy, for example in studies using BERT [9]. Therefore, this study is skipped stemming in preprocessing.

Pre-Train IndoBERT

IndoBERT is a pretrained language model using a large amount of Indonesian data [26]. During the pre-training phase, IndoBERT experiences a comprehensive learning process that enables it to grasp and generate more accurate representations of Indonesian text [34]. The pre-training process involves presenting the model with text in Indonesian from various sources, such as news articles, books, and websites, so that the model can learn complex language patterns [35][36]. Consequently, IndoBERT demonstrates utility across a range of NLP assignments, including hate speech detection [37], question answering [38], and sentiment analysis [8]. By leveraging pre-trained models such as IndoBERT, users can significantly reduce the time and resources needed to train models from scratch while achieving higher-quality representations of Indonesian text [39]. For our specific task, we used the pre-trained IndoBERT model available from Hugging Face (indobenchmark/indobert-base-p1). We fine-tuned this model with our own dataset to adapt it for sentiment analysis.

Hyperparameter Model

Hyperparameters in a BERT model, as in many other machine learning models, are settings that affect how the model learns and operates. Utilizing hyperparameters in BERT models is crucial as it can impact both the effectiveness and efficiency of the model [40]. Some of the important hyperparameters in the BERT model are as follows:
Figure 1. Research Methodology

Table 1. Dataset Specification and Examples

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Number of Records</th>
<th>Example Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>1,359</td>
<td>Great, it helps with booking plane tickets, and the prices are also cheaper</td>
</tr>
<tr>
<td>Neutral</td>
<td>116</td>
<td>Just about to try it, hopefully the app is great, so I can keep using it regularly</td>
</tr>
<tr>
<td>Negative</td>
<td>525</td>
<td>After selecting the seat and making the payment, it didn't work, such a mess!!!</td>
</tr>
</tbody>
</table>

1. **Batch Size**
   It refers to the number of data samples provided to the model to be processed at once. Larger batch sizes tend to result in faster learning because they use more data on each iteration. However, batch sizes that are too large require more GPUs and can cause unstable training. Batch sizes that are too small can also result in slow and inefficient training [41]. The batch size used in this study is 32.

2. **Epoch**
   The quantity of epochs within the hyperparameters dictates the frequency with which the model will observe the entire dataset throughout the training phase. The small number of epochs can lead to insufficiently trained models, while too many epochs can lead to overfitting of training data [42]. We tried to use epochs from 1 to 5 to compare which one was more optimal.

3. **Learning Rate**
   The learning rate serves as a parameter controlling the quantity of learning iterations conducted by the optimization algorithm when training the model. It dictates the pace at which the model assimilates information from the data and approaches the optimal solution. Learning rates that are too high can lead to unstable learning, while learning rates that are too low can slow convergence. Commonly used learning rate values are 5e-5, 4e-5, 3e-5, and 2e-5 [8].

**Confusion Matrix**
To assess the effectiveness of the sentiment classification model, a confusion matrix is employed, offering comprehensive insights into
the model's predictive capabilities and ensuring precise outcomes [43]. In this investigation, we will determine the confusion matrix using matrix accuracy, f1 score, precision, and recall, using the following formula:

1. **Accuracy**
   Accuracy assesses the proportion of accurate predictions relative to the entire dataset, reflecting the model's proficiency in correctly predicting sentiment [43].
   \[
   \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{1}
   \]

2. **F1-score**
   F1-score is a matrix that combines values from precision and recall. It gives a better representation of model performance [43].
   \[
   F1\text{-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{2}
   \]

3. **Precision**
   Precision assesses the proportion of accurate predictions among all positive predictions made [43].
   \[
   \text{Precision} = \frac{TP}{TP + FP} \tag{3}
   \]

4. **Recall**
   Recall evaluates the proportion of correct predictions among all data instances that are actually positive [43].
   \[
   \text{Recall} = \frac{TP}{TP + FN} \tag{4}
   \]

**Coherence Score**
Coherence Score evaluation on Latent Dirichlet Allocation (LDA) is one of the methods used to measure the quality of topics generated by the model [44]. LDA is an unsupervised learning algorithm used to find hidden topics in document collections. The Coherence Score evaluation helps in determining the optimal number of topics to use in the LDA model [45].

Each topic is scored using the Coherence Score metric, which involves calculating how often a pair of words present in the topic appear together in the document. The Coherence Score used in this study is frequency-based. This metric calculates how often related words in a topic appear together in a document, and then measures coherence or alignment between those words [46].

**RESULT AND DISCUSSION**
In this study, we classify and model the topics based on user reviews of the PT. XYZ from Android and iOS platforms. We conduct various trials to find the best techniques in topic classification and modeling. Here are the results of the research.

**Comparison of BERT Hyperparameter Model**
In this study, we utilized IndoBERT, a pretrained transformer model specifically designed for Indonesian text. We performed a train-validation split on our dataset, with 70% used for training and 30% for validation. Our experimentation with the Adam optimizer involved testing learning rates of 2e-5, 3e-5, 4e-5, and 5e-5 to determine the most effective setting for optimizing model parameters during training. The training process spanned 5 epochs, during which the model iteratively processed training data batches, calculated loss, and updated weights through backpropagation. Following each epoch, we assessed the model's performance on the validation set to monitor key metrics such as loss, accuracy, and F1-score. This approach ensured that the fine-tuned IndoBERT model was robustly trained and validated for accurate sentiment analysis on Indonesian text.

Based on the results comparing epoch and learning rate, the results are mentioned in Table 2. From the comparisons epoch values from 1 to 5 and learning rates from 2e-5 to 5e-5, it was found that the combination of epoch values 4, learning rate 5e-5, and batch size 32 give the most optimal level of accuracy and F1-score. The accuracy value obtained from the comparison result is between 0.85 to 0.91. This shows that in this case, epoch 4 tuning and 5e-5 learning rate provide the right balance between convergence speed and model accuracy. Thus, the selection of those values can be considered as best practices in the process of training models for a given case.

**Comparison with Traditional Machine Learning**
To compare the performance of the BERT model with traditional machine learning techniques, experiments were conducted with several classification algorithms, namely Naïve Bayes, Logistic Regression, Random Forest, and Support Vector Machine (SVM). Both Bag of Words (BoW) and Term Frequency Inverse Document Frequency (TF-IDF) were used for word embedding. Evaluation of performance is conducted utilizing 10-fold cross-validation. The evaluation results obtained the average
value of each matrix which can be seen in Table 3. Logistic Regression with TF-IDF word embedding has the best accuracy value, reaching 0.890. Meanwhile, the highest Bag of Word for word embedding is 0.885 using the Naive Bayes model. From the entire comparison algorithm, the resulting accuracy value is still below the BERT model. But the f1-score obtained is higher than the BERT model. This suggests that the BERT model tends to make more precise predictions overall. But traditional techniques are better at handling the balance between precision and recall, especially if the dataset has unbalanced classes.

**Coherence Score Topic Modeling**

In this study, coherence values were used as a metric to determine the best number of topics in the LDA (Latent Dirichlet Allocation) model for positive, neutral, and negative sentiments, respectively. Topic coherence measures the degree of alignment between words in a topic, which helps us to understand the interpretability and representation of the topics generated by the model. By analyzing coherence values for different numbers of topics, we can identify points where the increasing number of topics no longer provides a significant increase in coherence. The results show that positive sentiment has the optimal number of topics of 29 with a coherence value of 0.58, where the coherence value had reached its peak. Furthermore, for neutral sentiment, the best number of topics is 6 with a coherence value of 0.58. For negative sentiment, the optimal number of topics is 3 with a coherence value of 0.44. Figure 2 illustrates the coherence scores for all sentiments, with specific charts showing (a) positive sentiment, (b) neutral sentiment, and (c) negative sentiment. These findings provide valuable guidance in setting up LDA models for sentiment analysis and ensuring that the resulting topics optimally reflect the characteristics and complexity of each observed sentiment.

**Topic Modeling Visualization**

After determining the optimal number of topics based on the coherence score for each sentiment, the next step is to visualize them to identify topics formed from the linkages between keywords. The circles represent the overall frequency of each topic in the corpus; The larger the circle, the more documents in the corpus are related to the topic. Meanwhile, quadrants in the visualization show relationships between various topics. Interrelated topics will be grouped together in one quadrant, while different topics will be spread in different quadrants.

A visualization of the results of topic modeling on positive sentiment can be found in Figure 3, where there is a total of several interrelated topics seen with circles stacked on top of each other. These related topics relate to words that reflect user satisfaction with the app, as well as expectations to maintain its quality in the future. Examples of descriptive analysis results of positive sentiment reviews can be seen in Table 3. Some of the topics of discussion that emerged include lower prices than competitors, ease of use of the application, and various promos and discount vouchers that make prices more competitive. The findings of this positive sentiment analysis can be the basis for PT XYZ to evaluate what has been going well and needs to be maintained.

Meanwhile, for neutral sentiment, there are six topics visualized in Figure 4. Two of the six topics are unrelated to other topics, while the other two topics are related to each other. The words that appear most often in neutral sentiment are ‘star’, ‘multiply’, ‘promo’, ‘discount’, and ‘upgrade’. To explore what topics emerge from the results of this visualization, see Table 4. Some of the topics that came up included discussions about requests to add other payment methods and installments, requests to increase deals and discounts, and requests to reduce taxes on hotel bookings. The findings of these topics in neutral sentiment can be a consideration of whether the wishes of customers can be accommodated by the company, in accordance with the focus to be carried out.

On negative sentiment, there are only three topics illustrated in Figure 5. Some of the most common words are ‘refund’, ‘price’, ‘promo’, ‘hotel’, ‘discount’, and ‘fund’. In the visualization of topic modeling for negative sentiment, the three topics have no relationship with each other because they are in different quadrants. The themes identified through the outcomes of descriptive analysis are presented in Table 5. Topics that are widely discussed by customers include the refund process that takes a long time, the hotel booking experience that was initially successful but was later informed that the room was full, and problems related to prices that were initially affordable but became expensive during the payment page. These things need to be the focus of improvement by PT XYZ to maintain customer trust and ensure they remain willing to make transactions in the PT XYZ application.
Table 2. Comparison of Bert Hyperparameter Model

<table>
<thead>
<tr>
<th>Epoch</th>
<th>Learning Rate</th>
<th>Accuracy</th>
<th>F1-Score</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2e-5</td>
<td>0.89</td>
<td>0.69</td>
<td>0.66</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>3e-5</td>
<td>0.88</td>
<td>0.68</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>4e-5</td>
<td>0.88</td>
<td>0.70</td>
<td>0.69</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>5e-5</td>
<td>0.90</td>
<td>0.61</td>
<td>0.63</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>2e-5</td>
<td>0.89</td>
<td>0.68</td>
<td>0.67</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>3e-5</td>
<td>0.89</td>
<td>0.67</td>
<td>0.66</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>4e-5</td>
<td>0.90</td>
<td>0.68</td>
<td>0.66</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>5e-5</td>
<td>0.90</td>
<td>0.67</td>
<td>0.65</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>2e-5</td>
<td>0.89</td>
<td>0.70</td>
<td>0.67</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>3e-5</td>
<td>0.88</td>
<td>0.71</td>
<td>0.69</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>4e-5</td>
<td>0.85</td>
<td>0.66</td>
<td>0.67</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>5e-5</td>
<td>0.90</td>
<td>0.69</td>
<td>0.67</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>2e-5</td>
<td>0.89</td>
<td>0.70</td>
<td>0.67</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>3e-5</td>
<td>0.89</td>
<td>0.69</td>
<td>0.67</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>4e-5</td>
<td>0.90</td>
<td>0.63</td>
<td>0.64</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>5e-5</td>
<td>0.91</td>
<td>0.74</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>2e-5</td>
<td>0.89</td>
<td>0.68</td>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>3e-5</td>
<td>0.88</td>
<td>0.71</td>
<td>0.69</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>4e-5</td>
<td>0.90</td>
<td>0.68</td>
<td>0.66</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>5e-5</td>
<td>0.90</td>
<td>0.71</td>
<td>0.69</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 3. Comparison BERT with Traditional Machine Learning

<table>
<thead>
<tr>
<th>Models</th>
<th>Word Embedding</th>
<th>Accuracy</th>
<th>F1-Score</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>BoW</td>
<td>0.910</td>
<td>0.740</td>
<td>0.720</td>
<td>0.770</td>
</tr>
<tr>
<td>Random Forest</td>
<td>BoW</td>
<td>0.861</td>
<td>0.848</td>
<td>0.861</td>
<td>0.845</td>
</tr>
<tr>
<td></td>
<td>TF-IDF</td>
<td>0.858</td>
<td>0.838</td>
<td>0.858</td>
<td>0.846</td>
</tr>
<tr>
<td>SVM</td>
<td>BoW</td>
<td>0.861</td>
<td>0.836</td>
<td>0.861</td>
<td>0.834</td>
</tr>
<tr>
<td></td>
<td>TF-IDF</td>
<td>0.887</td>
<td>0.863</td>
<td>0.887</td>
<td>0.859</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>BoW</td>
<td>0.885</td>
<td>0.865</td>
<td>0.885</td>
<td>0.863</td>
</tr>
<tr>
<td></td>
<td>TF-IDF</td>
<td>0.849</td>
<td>0.818</td>
<td>0.849</td>
<td>0.811</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>TF-IDF</td>
<td>0.890</td>
<td>0.865</td>
<td>0.890</td>
<td>0.857</td>
</tr>
</tbody>
</table>

Figure 2. All Sentiment Coherence Score
Figure 3. Topic Modeling Visualization of Positive Sentiment

Figure 4. Topic Modeling Visualization of Neutral Sentiment
Figure 5. Topic Modeling of Negative Sentiment

Table 4. Descriptive Analysis of Positive Sentiment Topic Modeling

<table>
<thead>
<tr>
<th>Term</th>
<th>Main Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>cheap, price, best, compared, displayed</td>
<td>prices shown are cheaper than others</td>
</tr>
<tr>
<td>order, easy, hotel, ticket, help, search, train, flight</td>
<td>easy and helpful in booking hotel, train, and flight tickets</td>
</tr>
<tr>
<td>discount, price, competitive, recommendation, voucher</td>
<td>promos and voucher discounts make prices competitive</td>
</tr>
</tbody>
</table>

Table 5. Descriptive Analysis of Neutral Sentiment Topic Modeling

<table>
<thead>
<tr>
<th>Term</th>
<th>Main Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>upgrade, pay, method, bank, installment</td>
<td>ask if there is no installment payment method, and ask for an additional payment method with another bank</td>
</tr>
<tr>
<td>add more, discount, promo, hopefully, please, price</td>
<td>request more promo dan discount</td>
</tr>
<tr>
<td>promo, hotel, tax, discount, price, suggestion</td>
<td>increase promo and reduce tax for hotel bookings</td>
</tr>
</tbody>
</table>

Table 6. Descriptive Analysis of Negative Sentiment Topic Modeling

<table>
<thead>
<tr>
<th>Term</th>
<th>Main Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>refund, money, ticket, process, long, disappointed, please, confirm, wait, cancellation</td>
<td>the ticket cancellation refund process takes a long time and makes customers disappointed</td>
</tr>
<tr>
<td>hotel, room, hours, full, please, response, night, service</td>
<td>the customer was disappointed because after making a hotel reservation, he was informed that the room was full</td>
</tr>
<tr>
<td>price, promo, discount, pay, hotel, cheap, tax, expensive, change</td>
<td>the initial price is low but when the payment turns expensive</td>
</tr>
</tbody>
</table>
CONCLUSION

This research focuses on the implementation of the BERT model that has been adjusted through fine-tuning techniques using IndoBERT. In this study, several experiments with some hyperparameters are also carried out, with the aim to optimize model performance. So, this research reveals optimal performance using epoch 4, learning rate 5e-5, and batch size 32. This configuration allows the model to achieve an accuracy level of 0.91 and an f1 score of 0.74. Based on comparisons with traditional machine learning, BERT still has higher accuracy, but a smaller f1-score. Because of the unbalance of the dataset used in this study.

In addition, this study also explores the value of coherence using Latent Dirichlet Allocation (LDA) for each sentiment studied. The results are classified into positive, negative, and neutral sentiment. For positive sentiment, there are 29 cohesive topics. For neutral sentiment, it has 6 topics, and for the negative sentiment, it has 3 topics. These findings provide additional insight to understand the structure and content of each sentiment found in user reviews. Thus, this study not only deepens the understanding of the performance of BERT model in sentiment analysis, but also reveals new insights into the use of LDA to the hidden sentiments in a data set.

For further research, we suggest comparing other deep learning techniques, such as LSTM, RNN, and CNN. Comparison with other deep learning techniques aims to better understand the most efficient sentiment analysis modeling techniques. In addition, considering the comparison of preprocessing processes using stemming techniques or without stemming can also be useful research to do in the future research.
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