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Abstract 

Inclusive education for deaf students requires a technology approach to address communication 
and comprehension challenges. This study aims to develop innovative learning media that integrates real-
time ASR (Automated Speech Recognition) transcription technology and sign language character animation 
to improve accessibility and comprehension of materials for deaf students. This learning media receives 
input from live voice, voice from learning videos, and text inputted by teachers. Using the Google Cloud API-
based ASR transcription module, voice and text are converted into written text, broken down into vocabulary 
for sign language animation search. The search is carried out using an interpolation algorithm in the sign 
language animation asset database, allowing the display of animations relevant to the transcribed 
vocabulary. 

The development process follows the ADDIE instructional design model, starting with needs analysis 
and ending with implementation and evaluation. The analysis stage includes data collection through teacher 
interviews, classroom observations, and curriculum reviews. The media design is designed to meet the 
specific needs of deaf students, while development and implementation focus on technology integration and 
effective material delivery. Evaluation is carried out to assess the effectiveness of the media in improving 
student understanding and participation. The study's results showed that this learning media can improve 
deaf students' understanding of the material and increase their involvement in the learning process. ASR 
technology and sign language animation contribute significantly to making learning materials more 
accessible and understandable, supporting the goals of inclusive education. 
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INTRODUCTION 
Special Education or Special Schools 

(SLB) is education for students who have 
difficulty following the learning process due to 
physical, emotional, mental, and social disorders 
but have the potential for intelligence and unique 
talents [1][2]. Special education will be 
appropriate only if the needs of students cannot 
be accommodated in the general education 
program, where students require the use of 
unique materials, equipment, services, and 
teaching strategies. This allows for a learning 
design specifically designed to meet the unique 
needs of students. 

In general, deaf students have difficulty 
expressing their thoughts and desires through 
speech and understanding what others say. This 
is due to limited language proficiency, an 
obstacle to communication with their social 

environment. One of the factors is due to limited 
hearing function. Teachers need to fully 
understand students' unique needs, especially 
when utilizing technology as a learning aid. 
Meanwhile, in the digital era, many teachers still 
need to be convinced to use information and 
communication technology in learning due to a 
lack of technology or supporting policies [2]. 
Technology in education can be a solution to 
overcome gaps and ensure inclusive and 
supportive learning for deaf students. 

Verbal communication and language 
comprehension difficulties can lead to limited 
social interaction and low academic 
achievement [3]. Deaf students experience low 
self-confidence and gaps in participation in 
student activities at school, along with limited 
access to technology [4]. Difficulties in verbal 
communication and language comprehension 
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can hinder students' active participation in class 
discussions, make it difficult to understand 
lesson materials, and impact lower academic 
achievement. These are some of the impacts of 
the lack of access to and use of technology in 
learning. 

The issuance of the Independent Learning 
policy by the government, which is a follow-up to 
the President's direction on efforts to improve the 
quality of human resources (HR), provides the 
broadest possible opportunity for educational 
units to design the implementation of education 
that allows teachers (educators) to create 
learning creatively, innovatively, and enjoyably 
so that students can enjoy a comfortable 
learning atmosphere in developing their potential 
according to the principles of independent 
learning [5]. Referring to Law Number 8 of 2016, 
every person with a disability has the right to 
receive quality education, which can be done 
through special or inclusive education [6]. 

By looking at the characteristics and 
diversity, education is not only limited to 
academic education but also non-academic 
education, including skills education and 
education for special programs in special 
schools. This makes it essential for innovation in 
learning media. Freedom to know also requires 
the participation of educators to provide the 
broadest possible freedom of learning to 
students so that they can choose learning 
materials. Of course, this conflicts with special 
deaf students who are very dependent on 
teachers at school who understand sign 
language when communicating [7]. The 
development of learning media with real-time 
ASR (Automated Speech Recognition) 
transcription and sign language character 
animation is essential to be developed as a 
supporter in delivering material to deaf students 
with sign language animation that students 
understand. 

The aim of developing learning media with 
real-time ASR (Automated Speech Recognition) 
transcription and sign language character 
animation is so that educators with diverse 
knowledge can convey their understanding to 
deaf students. 

 
STUDY LITERATURE 
A. Sign Language 

Sign languages have complex grammar 
and rules, each with vocabulary, idioms, and 
conventions [8][9]. Each sign language has a 
complex and distinct grammar system; not all 
sign languages are related to a specific spoken 
language. Sign languages are vital to the deaf 

community and those interacting with them [10]. 
Sign languages enable people with hearing loss 
to communicate effectively and strengthen their 
cultural identity. In addition, sign languages also 
help people without hearing loss learn about the 
perspectives and lives of deaf people and raise 
awareness about the importance of inclusion 
and accessibility [11]. 
 
B. Transcription 

Transcription converts text from one form 
to another into readable written text, primarily 
when written or translated from sound, speech, 
or other audio sources [12][13]. According to the 
Language Development and Fostering Agency 
(2016), transcription is the transfer of speech (in 
the form of sound) into written form, writing 
words, sentences, or text using sound symbols 
[12].  
 
C. Automated Speech Recognition (ASR) 

Automated Speech Recognition (ASR), or 
Speech-to-Text (STT), is a technology that 
converts human speech into written text [14][15]. 
ASR is one of the essential applications of 
natural language processing (NLP) and is an 
integral part of many speech and language-
based applications [16]. The working of ASR 
involves a series of processing stages, including 
audio recording, pre-processing, feature 
extraction, ASR model, decoding, and correction 
[17]. ASR technology advances with increasing 
accuracy thanks to advances in deep learning 
and more extensive training data. ASR enables 
more natural interactions between humans and 
computers and increases efficiency in industries 
that rely on speech recognition [13].  

ASR is based on searching for language 
in big data and finding matching patterns in the 
data to convert audio into written text [15]. 
However, it does not analyze the audio 
semantically, and its output cannot assess 
meaning or coherence. Unlike Natural Language 
Processing, which parses and analyzes 
language, ASR only transcribes speech and 
converts spoken language into written language 
using complex statistical models and language 
analysis [15]. ASR converts speech into written 
text using a ‘speech recognition engine.’ A 
speech recognition engine is a software system 
that takes the audio output produced by a user’s 
speech (i.e., a digital audio signal from a 
microphone or recording) and processes the 
speech stream into individual sounds, vowels 
and consonants, lexical items and produces a 
written transcription of the speech [15][18]. 
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Figure 1. ADDIE Model Design Stages 

 
D. Interpolation Search 

Interpolation Search is an algorithm for 
searching for a given key value in an array at an 
index ordered by key values [19]. The search 
process is almost similar to searching for words 
in a dictionary, namely searching for data by 
estimating the location of the data. 

 
METHOD 
The model used in this study is the ADDIE 
instructional design model (Analyze, Design, 
Develop, Implement, and Evaluate). Branch, R. 
M. describes the stages of the ADDIE 
instructional design model as follows [20]. 

Analysis Phase The researcher 
understands the problem or educational need that 
will be addressed with learning media with real-

time ASR (Automated Speech Recognition) 
transcription and sign language character 
animation, which involves identifying the purpose 
of developing learning media, users of teaching 
media, and the context in which learning will take 
place. It begins with collecting relevant data and 
information, including interviews with educators, 
classroom observations of learning taking place 
at school, and analysis of the existing curriculum 
and materials. Furthermore, the researcher 
details how learning media will be built based on 
the findings and objectives collected during the 
Analysis phase. An overview of the design of 
learning media with real-time ASR (Automated 
Speech Recognition) transcription and sign 
language character animation is depicted in the 
following figure. 

 
 

 
Figure 2. Overview of learning media with real-time ASR transliteration and sign language character 

animation 
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The learning media receives input from 

direct sound, sound from learning videos, and text 
inputted by the teacher as a user of the learning 
media. Armed with the ASR transcription module, 
the learning media translates the sound and text 
obtained using the Google Cloud API. The result 
is a transcribed text broken down into vocabulary 
for further use in searching for sign language 
character animation assets. The search model 
uses interpolation search, an algorithm for 
searching for critical values given in an array at an 
index ordered by fundamental values [19]. This 
search is carried out in the sign language 
animation asset database, which is then 
displayed by the learning media. From this output, 
deaf students understand what the teacher 
means when delivering the material. 

In the implementation stage of the ADDIE 
model, the use of this media aims to ensure that 
the material delivered can be received by deaf 
students in an easy-to-understand format without 
communication barriers. This media is facilitated 
with ASR Real-Time Transcription and sign 
language animation, which allows teachers to 
teach deaf students without the need for 
extensive sign language skills. Learning 
scenarios that can show how media based on 
ASR Real-Time Transcription and sign language 
animation are used in inclusive learning at SLB. 
This scenario shows the interaction between 
teachers and deaf students in the learning 
process. The teacher prepares material in PWA 
(Progressive Web Application)-based learning 
media that supports ASR Real-Time Transcription 
and sign language animation. The teacher must 
ensure that the internet connection is working 
properly to activate the voice transcription feature. 

The teacher starts the class by explaining 
the material with the help of a microphone. The 
learning media directly transcribes the teacher's 
voice into text that appears on the student's 
application screen in the form of text. Sign 
language animation is also automatically 
displayed, showing hand movements that 
represent the words or sentences delivered. Deaf 
students can use the interactive features in the 

application to write down their questions that are 
not understood during the learning process. The 
teacher reads the questions from the students 
that appear in the application and answers them 
verbally, which are then transcribed back into text 
and accompanied by sign language animations. 

The media ensures that all students can 
follow the discussion without obstacles, even 
though not all students can hear directly. This 
scenario shows how this learning media can 
bridge the communication gap between teachers 
and deaf students so that the learning process 
becomes more inclusive. In this way, deaf 
students can understand the material directly, and 
the teacher can provide instructions and 
explanations that students follow without 
language barriers. 

 
Sign Language Animation Asset 

The animation method used is to design 
2D animation based on the vocabulary provided 
on the website pmpk.kemdikbud.go.id. The 
government has standardized the Sistem Isyarat 
Bahasa Indonesia (SIBI) Dictionary through the 
Minister of Education and Culture Decree No. 
0161/U/2994 dated June 30, 1994, concerning 
the Indonesian Sign Language System 
Standardization. SIBI is a sign language system 
used in special education, and it uses excellent 
and correct Indonesian language rules. The 
development of information technology has 
greatly helped the world of education facilitate 
communication needs for people with disabilities, 
including people who are deaf or hard of hearing. 
The development of SIBI in electronic form is one 
of the demands of the needs in the information 
technology era [8]. 

In the Development stage, the asset 
design for sign language visualization with 2D 
animation uses a female teacher character with a 
classroom atmosphere. This female teacher is 
selected based on a particular teacher for deaf 
students at SLB Negeri 1 Gianyar. The following 
is a picture of the teacher asset used in the 
learning media. 
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Figure 3. Teacher assets in learning media 

 
Animation technology in learning media 

for deaf students has an important role because it 
helps them understand the material more clearly 
through visualization of movements that are close 
to native sign language. This animation functions 
as a bridge between verbal instructions given by 
the teacher and the understanding received by 
students, ensuring that complex content can be 
conveyed easily. To achieve maximum 
effectiveness, the animation used must be 
adjusted to the characteristics of the content 
being developed such as clear and precise 
movements, animation based on contextual 
vocabulary, and with an adjusted tempo. The 
animation created has hand movements and 
facial expressions, by the Indonesian Sign 
Language System (SIBI). This is important to 
maintain proper understanding because sign 
language relies heavily on the clarity of each hand 
movement and expression to convey meaning. 
The content developed will be divided into 
relevant vocabulary for learning available at 

pmpk.kemdikbud.go.id. Each animation is 
created with a tempo that suits the learning speed 
of deaf students, allowing them to follow each 
hand movement without feeling rushed. The 
duration of the animation must be adjusted so that 
it is easy for students to follow, especially in 
explaining more complex concepts. 

Learning media are developed according 
to their design at the design stage. The prototype 
development process is shown in the following 
figure. At the analysis stage, needs are identified, 
data collected, gaps are analyzed, the objectives 
of learning media are determined, and obstacles 
and supporting factors in schools are identified. At 
the design stage, references are collected, and 
how learning media is built based on findings and 
objectives is designed. At the development stage, 
learning media produces an initial prototype to be 
implemented. Finally, the evaluation stage is 
carried out, revising the learning media product to 
produce the final product .  

 

 
Figure  4. Development of learning media 
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RESULT AND DISCUSSION 
We are developing a particular education 

application for deaf students at elementary and 
secondary levels, who generally use sign 
language as their primary language. Every 
learning material in Special Schools (SLB) must 
and can only be delivered by teachers who 
understand sign language. However, finding 
experts who meet these qualifications can take 
time and effort. Another alternative is to present 
learning videos combined with explanations in 
sign language. Of course, this requires particular 
expertise in sign language and terminology and 
is a significant investment. Videos also need to 
be updated if there are changes in content and 
changes in material, adding complexity and cost. 
Learning media generally use audio to provide 
instructions and feedback, which is not suitable 
for deaf children who are unable to hear well. To 
meet their needs. Sign language character 
animation offers a more effective solution by 
presenting instructions visually and flexibly. 
These animation assets can facilitate 
understanding new learning materials and 
provide clear instructions in learning media 
devices without the need for audio. To manage 
content in the form of videos in learning media, 
learning media is created with Progressive Web 
App (PWA) technology so that the application 
can optimize the website so that the learning 
media can provide an experience like using a 
mobile application.  

In the main interaction of users (students) 
with the system, here is a description of the Use 
Case of deaf students who can use learning 
media based on ASR Real-Time Transcription 
and sign language animations. 

Deaf students can immediately start 
accessing learning materials. Students can see a 

list of available materials and choose the topic 
they want to know. When the teacher gives an 
explanation or instruction in verbal form, ASR will 
immediately transcribe the sound into text 
displayed on the student's screen. This 
transcription is displayed in real-time so that 
students can follow the learning flow with their 
hearing friends. In addition to text, the application 
provides sign language animations for each 
important instruction or keyword that is 
transcribed. Students can see this visualization 
which helps them understand the concept better. 
This sign language animation visualization is 
adjusted according to the learning material so 
that each instruction becomes easier to 
understand. 

The Use-Case diagram in Figure 5 shows 
how the system provides easy access for deaf 
students to access materials, understand teacher 
instructions directly, and participate in interactive 
exercises independently. This is expected to 
increase student involvement in the learning 
process while strengthening their understanding 
of the material being taught. 

The main interface of the learning media is 
designed to make it easier for users to manage 
learning materials and sign language animation 
assets. Users can quickly access a list of 
uploaded learning materials on the main 
dashboard, complete with options to add or edit 
materials. The material data menu allows users 
to manage material data by adding titles, 
descriptions, and video links. On the other hand, 
sign language animation asset management is 
done through Asset Data, where users can view, 
add, or edit animation asset data according to the 
relevant sign language vocabulary. All of this is 
summarized in the user interface shown in Figure 
6.

 
 

 
Figure 5. Use case of user interaction with learning media 

log in

accessing materials
accessing materials accessing materials
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system

<<Include>>
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Animation of ASR translation
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Figure 6. User interface dashboard manage learning content 

 

 
Figure 7. Manage learning materials user interface

 
 

Teachers, as users, can manage videos 
as learning materials in learning media. The 
user interface for managing learning materials 
has a feature that allows users to easily add 
video materials. Users can start the process by 
selecting the Material Data menu to open an 
input form. In this form, users can fill in the title 
of the material, add a description that explains 
the video content and embed relevant video 
links. After all the information is entered, users 
can save the material, which will be displayed 
in the list of learning materials that can be 
accessed and managed further.  

In Figure 7, the feature designed to 
simplify the uploading and managing learning 
material, ensuring that all materials are 

available in a format that students can quickly 
access. With the option to add a title and 
description, users can provide additional 
context that helps students understand the 
video content. 

In this learning media, real-time 
Automatic Speech Recognition (ASR) 
technology is used to translate the teacher's 
voice directly into sign language through 
character animations. ASR technology allows 
the application to instantly identify and convert 
the teacher's speech into text. Once the 
teacher's voice is translated into text, the 
system will process the text to find relevant 
vocabulary and search for the appropriate 
sign language animation from the database.  
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Students can access this feature 
through the "Room" menu on the user 
interface. When students enter the "Room" 
menu, they will see the option to "Activate 
Sign Language Translation", which allows 
them to watch real-time sign language 
character animations according to the 
instructions given by the teacher. ASR 
technology works automatically in the 
background, ensuring that every instruction or 
explanation from the teacher is translated and 
displayed in sign language animations without 
any significant delays.  

Deaf students can select materials and 
play videos related to the material to be 
presented on the main page. This feature 
allows deaf students to learn materials from 
the videos played with the help of animated 
characters that translate the audio owned by 
the video into sign language combined with 
transcript text as shown in Figure 8. In this 
way, deaf students can easily follow the 
lesson material visually, increasing their 
understanding and engagement in learning.

  
 

 
Figure 8. Frame initiation user interface 

 

 
Figure 9. Learning media with sound input from learning videos 
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An additional feature in this learning 

media allows users to input text related to the 
subject matter, which is then used to search for 
and display sign language animation assets 
through an interpolation search algorithm.After 
users enter text related to the subject matter 
into the "Text Input" field on the application 
interface, the system converts the text into 
relevant vocabulary. An interpolation search 
algorithm is then used for appropriate sign 
language animation assets from the database. 
This algorithm searches for key values in an 
array based on the inputted text and determines 

the most appropriate animation to illustrate the 
vocabulary. 

The search results are displayed on the 
screen as sign language character animations, 
which further helps deaf students understand 
the material more easily. In addition to 
animations, the inputted text can be displayed 
as a transcript alongside the animation, 
providing additional context and ensuring better 
understanding. This way, the learning media 
integrates interpolation search technology to 
provide a more interactive and accessible 
learning experience. 

 

 
Figure 10. Learning media with voice input from text input 

 
 

 

 
Figure 11. Learning media with transcription output
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In Figure 11, the output generated from 

voice translation, audio learning materials from 
videos, and text input are all processed using 
Automated Speech Recognition (ASR) 
technology. This technology converts all types 
of input from direct voice, audio video materials, 
or user-entered text into text that can be further 
processed. After the text is generated, the 
system translates it into animated sign 
language characters displayed on the learning 
media screen. These sign language animations 

visually illustrate instructions or learning 
materials, making it easier for deaf students to 
understand the information. In addition to the 
animation, a text transcript generated from ASR 
is also displayed along with the animation. With 
the combination of sign language animation 
and text transcript, students can follow the 
learning materials better, gain a deeper 
understanding and better access to the 
information conveyed.

 
CONCLUSION 

This study shows that integrating 
Automated Speech Recognition (ASR) 
technology into learning media can significantly 
improve the accessibility of education for deaf 
students. The application can provide accurate 
and real-time translations in sign language 
animations by using ASR to translate the 
teacher’s voice, audio material from videos, and 
user text input. This allows deaf students to 
understand the learning material more visually 
and intuitively, which was previously difficult to 
achieve using only text or pictograms. 

In addition, the feature that allows users 
to input text and match it with sign language 
animation assets through an interpolation search 
algorithm offers a flexible and adaptive solution. 
This process ensures that the animations aligned 
with understanding and relevant material, 
improving the quality of learning. By providing 
sign language character animations along with 
text transcripts, the application supports students 
in understanding the teacher’s instructions and 
provides additional useful context. 

This study highlights the great potential 
of ASR technology and iconic language 
animations in creating inclusive learning media. 
Integrating these technologies demonstrates an 
effective way to overcome communication 
challenges for deaf students, making learning 
more accessible and understandable. With this 
approach, educational apps can better meet the 
specific needs of deaf students, support their 
academic success and encourage greater 
engagement in the educational process. 
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