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Abstract 

The Holt-Winters Exponential Smoothing algorithm optimised using the Modified Improved Particle Swarm 
Optimization (MIPSO) algorithm is an algorithm that is able to provide good sales data forecasting results. 
However, there is a problem that when the iteration process is carried out using 1 computer, it takes a long 
time to finally get the test results. It is necessary to optimise the computational process to get more optimal 
and efficient results. This research will combine parallel computing technology and cloud computing 
technology to help speed up the computing process. The results of this research show that the more server 
used, the greater the reduction in execution time that occurs, because heavy computing tasks can be 
distributed more efficiently to many machines. This is evident from the comparison between single server 
and parallel server. Then the combination of more cores and servers produces the most optimal configuration 
in accelerating computation.  
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INTRODUCTION 

Technology plays a very important role in 
the world of business and sales, allowing 
companies to increase efficiency, expand market 
reach, and improve customer experience. Data 
analytics and big data technologies enable 
companies to gain deep insights into market 
trends and customer behaviour [1]. With these 
technologies, companies can collect, store, and 
analyse large and varied amounts of data, 
including data from sales transactions, customer 
interactions, social media, and more. Through 
careful data analysis, companies can identify 
emerging market trends, anticipate customer 
demand, and adjust their sales strategies in real-
time. In addition, by understanding customer 
behaviour based on historical data, companies 
can make more accurate segmentations, 
personalise services, and optimise marketing 
strategies to achieve higher levels of customer 
satisfaction. This is often referred to as the sales 
data forecasting process. 

Sales forecasting is a critical element of 
business strategy that enables companies to 
effectively plan production, manage inventory, 
and make informed decisions. Accurate sales 
forecasts allow organizations to align their 

production schedules with anticipated demand, 
thereby minimizing excess inventory and 
associated costs [2][3]. Sales data forecasting 
has undergone significant development and 
become a common practice in various industries. 
Various companies use forecasting to plan 
production, inventory management, and 
marketing strategies. Technological advances, 
especially in the fields of data analytics and 
artificial intelligence, have expanded forecasting 
capabilities. Various methods are used to predict 
future sales with a higher degree of accuracy. In 
addition, the use of big data in forecasting is also 
becoming common, allowing companies to 
process and analyse large and varied amounts of 
data. With accurate forecasting, companies can 
avoid excessive stock costs, improve customer 
satisfaction with the right inventory, and optimise 
marketing strategies. Based on this, research on 
the sales data forecasting process is very 
important to do. 

There are many algorithms used in 
forecasting data [4][5][6]. Of the many 
algorithms, the Holt-Winters Exponential 
Smoothing algorithm was chosen in this study 
because the data processed is sales data with 
seasonal data patterns. Furthermore, the 
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Modified Improved Particle Swarm Optimization 
(MIPSO) algorithm is added to optimise Holt-
Winters parameters. In previous research, 
testing has been carried out for this algorithm [7]. 
Previous tests were carried out on local 
computers. The result of the test is that the Holt-
Winters Exponential Smoothing algorithm with 
optimisation using the MIPSO algorithm is able to 
provide good sales data forecasting results. 
However, to get forecasting results there are 
problems that arise during testing. 

The problem that arises in previous 
research is that it takes a long time to finally get 
the test results. This is because the testing was 
done only on a local computer. The data 
processed when doing computing is very large, 
while 1 computer is not able to process large data 
efficiently and optimally. So it takes a long time to 
do the computation process.Â  In addition, 
currently th application has been widely applied 
to the cloud, and the previous algorithm was only 
tested on a local computer, so it is not yet known 
how the performance of the algorithm in the cloud 
environment. It is necessary to do a test to get 
more optimal and efficient results. 

Based on the problems previously 
described, to forecast sales data accurately and 
efficiently, parallel computing technology is 
needed because serial processing methods are 
unable to fulfil the requirements of processing 
large amounts of data [8]. In the forecasting 
process, there is a data mining process that uses 
algorithms to process large amounts of data, 
where the result of the process is valuable 
information [9][10]. So in this study, 
computational testing of the Holt-Winters 
Exponential Smoothing algorithm will be carried 
out with optimisation using the MIPSO algorithm 
using parallel computing technology. 

Then this research also uses cloud 
technology to implement parallel computing 
technology. The application of parallel computing 
technology in the cloud provides significant 
advantages in the sales data forecasting 
process. Cloud computing significantly enhances 
the sales data forecasting process by providing 
scalable resources and advanced analytical 
capabilities. The integration of machine learning 
on cloud platforms, such as Microsoft Azure, 
allows for the automation of sales predictions, 
reducing reliance on subjective human 
evaluations and improving accuracy through 
data-driven methodologies [11][12]. By utilizing 
cloud infrastructure, organizations can access 
vast datasets and employ sophisticated 
algorithms that enhance predictive capabilities, 
ultimately leading to better-informed decision-
making and strategic planning [13][14]. This shift 
towards cloud-based solutions not only 

streamlines the forecasting process but also 
supports real-time data processing, which is 
crucial for adapting to market changes swiftly 
[15]. 

In previous research, several studies 
have been conducted on data processing using 
parallel computing [16][17][18]. The research 
shows only tested using 1 computer by using 
variations in the number of CPUs. Not testing 
with more than 1 computer. Then, no one has 
done it for the sales data forecasting process. So 
this research focuses on the optimisation of a 
computational process of the Holt-Winters 
Exponential Smoothing algorithm and the MIPSO 
algorithm for sales data forecasting. 

Based on the explanation above, this 
research was conducted to optimise the iteration 
process carried out by the Holt-Winters 
Exponential Smoothing algorithm and the 
Modified Improved Particle Swarm Optimization 
(MIPSO) algorithm. By using parallel computing 
technology in the cloud environment, it is 
expected to get optimal and efficient sales data 
forecasting results. 

 
 
METHOD 
In general, the sales data forecasting process 
using parallel processing in a cloud 
environmentis depicted in Figure 1. 
 
1. Data Normalisation 

Data normalisation is the process of 
transforming raw data into a more uniform scale, 
usually in the range of 0 to 1 [19]. This process is 
important to ensure that every feature or variable 
in the dataset has the same scale, so that no 
variable dominates or affects the optimisation 
process more than the others. In the context of 
optimisation algorithms such as MIPSO, 
normalisation helps speed up the convergence 
process as all variables are treated equally. 
Without normalisation, the algorithm may focus 
more on variables that have larger values, thus 
affecting the overall forecasting results. The 
normalisation process used in this research is 
Min-Max Scaling, where each value is converted 
into a certain range based on the minimum and 
maximum values in the dataset. The Min-Max 
Scaling equation can be seen in Equation 1. 

𝑋" = !"!!"#_%&'()&

#!*+_%&'()&"#!"#_%&'()&
 (1) 

 In forecasting using Holt-Winters 
Exponential Smoothing, normalisation also helps 
in avoiding calculation errors caused by large 
variations between variables, so that forecasting 
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results become more accurate. Once the data is 
normalised, the algorithm can work more 
efficiently in finding the optimal parameters to be 
used for forecasting. 

2. Determination of MIPSO Algorithm 
Parameters 

This step involves setting the parameters 
that will be used by the MIPSO algorithm, 
including the number of particles (population 
size), the number of iterations, as well as other 
parameters such as particle velocity. The number 
of particles used in this study are two scenarios, 
namely 100 particles and 500 particles. The more 
particles used, the more potential solutions 
explored by the algorithm in finding the optimal 
parameters for Holt-Winters Exponential 
Smoothing. However, more particles also means 

that the execution time will increase significantly, 
as each particle requires complex forecasting 
calculations [20]. With 500 particles, the 
algorithm will be able to explore a wider solution 
space, increasing the chance of finding a more 
optimal solution, but on the other hand, this 
process requires more computational resources  

and time. Therefore, the number of particles 
should be chosen carefully, considering the 
balance between the desired solution quality and 
acceptable execution time. MIPSO uses particle 
positions and velocities to guide the search for an 
optimal solution based on a combination of the 
best solution an individual particle has ever found 
(personal best) and the best solution of the entire 
population (global best). 

 

 
Figure 1. The Sales Data Forecasting Process Using Parallel Processing in a Cloud Environment
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3. Implementation of Parallel Processing 
Parallel processing is a computing 

technique that divides a calculation task into 
several processing units so that they can be run 
simultaneously, thus speeding up the overall 
execution time. Some research indicates that 
parallel processing enables attention to be 
distributed across several words at the same 
time, in contrast to serial processing models, 
which suggest a step-by-step approach [21]. In 
this research, parallel processing is performed 
using six Virtual Private Servers (VPS). Each 
VPS is assigned to process a subset of the 
particles generated by the MIPSO algorithm. The 
main task of each VPS is to perform forecasting 
using the Holt-Winters Exponential Smoothing 
method and calculate the forecasting error value 
in the form of Mean Absolute Percentage Error 
(MAPE). The parameters used in Holt-Winters 
Exponential Smoothing include alpha, beta, and 
gamma, which determine how level, trend, and 
seasonal data are treated in forecasting. With 
parallel processing, these tasks are divided 
across multiple machines that work 
independently but simultaneously, so the overall 
computation time can be shortened. Each VPS 
runs the calculation process for a certain number 
of particles, then the results are aggregated and 
sent back to the main machine. This technique 
not only increases the processing speed but also 
allows for more efficient use of computing 
resources, especially in handling large numbers 
of particles. 

This research conducted 2 tests to find 
the length of execution time, namely: 
• The first test is to compare the execution 

time between machines without parallel 
processing (1 single VPS) and machines 
with parallel processing. The machine with 
parallel processing uses variations in the 
number of VPS from 2 to 7 VPS. The 
number of particles used in the first test is 
100 particles. The specifications of each 
VPS in experiment 1 can be seen in table 1. 
 
Table 1. VPS Specifications Experiment 1 
 

VPS CPU 
(core) 

Memory 
(MB) 

1 VPS 1 2 
VPS 

(Parallel) 1 2 

 
• The second test is to compare the 

processing speed on a parallel VPS where 
the number of CPUs is made to vary by 1 

core, 2 cores, and 4 cores. As for the 
number of particles used in the second test 
is a total of 500 particles. For the 
specifications of each VPS in experiment 2 
can be seen in table 2. 

Table 2. VPS Specifications Experiment 2 
 

Testing CPU (core) Memory (MB) 
1 1 2 
2 2 2 
3 4 2 

4. MIPSO Particle Position and Velocity Update 
After the VPS calculates the MAPE value 

for each particle, the next step is to update the 
position and velocity of the particles in the search 
space. At this stage, the MIPSO algorithm works 
to move the particles to a position closer to the 
optimal solution. The position update is based on 
two main factors: (1) personal best, which is the 
best position ever achieved by that particle, and 
(2) global best, which is the best position ever 
achieved by the entire population of particles. 
Particle velocities are updated using a 
combination of these two factors, adding random 
elements to ensure variety in the solution search. 
In this way, particles that are underperforming will 
move towards better positions, while particles 
that are already close to the optimal solution will 
maintain or improve their positions. This process 
ensures that the MIPSO algorithm will gradually 
approach the optimal solution from iteration to 
iteration. The equations for updating speed and 
position in MIPSO are shown in equations 2 and 
3. Once the position and speed are updated, the 
algorithm is ready to start the next iteration. 

𝑣(𝑖 + 1) = 𝑤𝑣(𝑖) + 𝑐!. 𝑟𝑎𝑛𝑑2𝑝𝑏𝑒𝑠𝑡(𝑖) − 𝑝(𝑖)9 +
𝑐". 𝑟𝑎𝑛𝑑2𝑔𝑏𝑒𝑠𝑡(𝑖) − 𝑝(𝑖)9  (2) 

𝑝(𝑖 + 1) = 𝑝(𝑖) + 𝑣(𝑖 + 1)  (3) 

Information: 
𝑣(𝑖 + 1) : The velocity of the particle at iteration 

(i+1) 
𝑤 : Inertia Weight 
𝑣(𝑖) : The velocity of the particle at iteration 

i. 
𝑐1, 𝑐2 : The cognitive and social acceleration 

factors 
pBest : Individual best at iteration i 
gBest : Global best at iteration i 
𝑝(𝑖 + 1) : The position of the particle at iteration 

i + 1 
𝑝 : The position of the particle at iteration 

i  
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5. Loop Back with the Latest Parameters 
The looping process is restarted using 

the particle positions and velocities that have 
been updated in the previous stage. In the next 
iteration, the VPS again performs forecasting 
calculations using the Holt-Winters Exponential 
Smoothing (HWES) parameters generated by 
the updated particles. This process is repeated 
periodically until one of two conditions is met: (1) 
the algorithm reaches convergence, which is 
when the change in the optimal solution is very 
small or nonexistent, or (2) the maximum number 
of iterations set in the initial configuration is 
reached. Each time an iteration is performed, 
parallel processing is again applied to speed up 
the calculation process. Thus, the entire 
computational process runs more efficiently as 
the parameter updates are performed in parallel 
across multiple VPSs. The ultimate goal of this 
process is to find the optimal alpha, beta, and 
gamma parameter values to be used in the Holt-
Winters Exponential Smoothing method, so as to 
produce the most accurate forecasting based on 
the data used. 
 
RESULT AND DISCUSSION 
The data used in this research is daily sales 
transaction data for 1 year. In this study, two tests 
were carried out, the first test was to compare the 
processing execution time of algorithms run 
without parallel processing, and algorithms run 
with parallel processing. The number of particles 
used in the first test is 100 particles. In the first 
scenario, the algorithm is run without parallel 
processing, where all calculations are performed 
sequentially on one machine. The execution time 

is measured based on how long it takes a single 
machine to complete the entire forecasting 
process using the Holt-Winters Exponential 
Smoothing method for all particles. The second 
scenario uses parallel processing, where the 
calculation process is distributed across multiple 
Virtual Private Servers (VPS). The particles 
generated by MIPSO are divided into several 
VPSs, with each VPS running the forecasting 
calculation simultaneously. The results from 
each VPS are then combined by the main engine 
to update the position and velocity of the 
particles. This test includes variations in the 
number of VPS from 2 to 7 VPS. The purpose of 
the test is to compare the execution time between 
the two scenarios and determine the impact of 
parallel processing on computational efficiency. 
The results of the first test are shown in Table 3. 
While Figure 2 shows a graph of the average 
execution time for each test. 

The test results in Table 3 show the 
execution time of the algorithm with and without 
parallel processing, using various numbers of 
Virtual Private Servers (VPS). In the test without 
parallel processing (1 single VPS), the average 
execution time reaches 23.36 seconds, which is 
the longest time because all calculations are 
performed sequentially on one machine. When 
parallel processing was applied with 2 VPS, the 
average execution time decreased to 17.58 
seconds, indicating an increase in efficiency. 
However, a more significant improvement starts 
to be seen when the number of VPS is increased. 
At 3 VPS, the average execution time drops to 
16.12 seconds, and continues to decrease to 
7.17 seconds at the use of 7 VPS, which is the 
fastest execution time. 

 
 

Table 3. Test Results Between Single VPS and Parallel VPS 
 

VPS 
1 2 3 4 5 AVG Wall 

Time Wall Time Wall Time Wall Time Wall Time Wall Time 

1 (Single) 18,356430 21,780789 24,581319 25,121887 26,962149 23,360515 

2 (Parallel) 18,451455 17,556244 17,537082 17,130937 17,245379 17,584220 

3 (Parallel) 9,370723 23,841294 9,008284 18,695359 19,733433 16,129819 

4 (Parallel) 6,924187 6,254065 18,267599 10,950443 13,402526 11,159764 

5 (Parallel) 12,819219 5,498435 9,740178 4,897491 9,284691 8,448003 

6 (Parallel) 8,178772 4,715277 4,630536 8,656173 10,438637 7,323879 

7 (Parallel) 3,814405 8,400412 7,772227 8,240462 7,668662 7,179234 
 



ISSN 2089-8673 (Print) | ISSN 2548-4265 (Online) 
Volume 13, Issue 3, December 2024 

 
Jurnal Nasional Pendidikan Teknik Informatika : JANAPATI | 727 

 

 
 

 
 

Figure 2. Graph of Test Results Between Single VPS and Parallel VPS 
 

 
Figure 2 shows that the greater the 

number of servers used in parallel, the less 
execution time is required. This decrease in 
execution time reflects that the assignment of 
tasks to more VPS effectively speeds up the 
computation process, as the workload is shared 
across multiple machines working 
simultaneously. The use of 7 VPS gives the best 
results, indicating that parallel processing with 
more VPS significantly speeds up computation 
time. However, after reaching a certain number 
of VPS, the speed increase tends to be smaller 
due to the optimality limit of parallel processing. 
Overall, parallel processing proved to be very 
effective in reducing execution time, especially 
when more VPS are used, with the best results 
achieved at 7 VPS. 

In the second study, researchers focused 
on exploring the effect of the number 
of CPU cores in each VPS as well as the number 
of VPS used on execution time and 
computational efficiency. To achieve maximum 

results, the number of particles used in the 
algorithm is 500 particles. The use of 500 
particles aims to provide a large enough 
computational load on each VPS, so as to 
maximise the use of resources and test the ability 
of VPS to handle intensive calculation processes. 
Researchers wanted to find out whether the 
addition of cores to the VPS would have a 
significant impact on execution speed. By testing 
this scenario, we hope to find the optimal 
combination between the number of VPS and the 
number of cores that can speed up the execution 
time without compromising the quality of the 
results. This research also aims to identify the 
optimal limits of the number of cores and VPS, 
where further additions may no longer provide 
significant efficiency improvements. As such, this 
research provides greater insight into the effect 
of computing resource configuration on algorithm 
performance in the context of parallel 
processing. The results of the second test are 
shown in Table 4 to Table 6. 
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Table 4. Test Result Parallel VPS Using 1 CPU 
 

VPS 
1 2 3 4 5 AVG Wall 

Time Wall Time Wall Time Wall Time Wall Time Wall Time 

2 (Parallel) 188.481903 210.487925 199.835315 186.967507 187.936219 194.741774 

3 (Parallel) 119.641999 120.004928 123.616700 113.330921 118.700213 119.058952 

4 (Parallel) 78.700213 75.066566 78.600602 76.928911 78.803164 77.619891 

5 (Parallel) 57.042980 53.617649 53.102503 55.466980 55.654282 54.976879 

6 (Parallel) 26.513063 29.077122 27.214981 27.207473 28.979605 27.798449 

7 (Parallel) 20.014084 22.253458 22.689154 19.090868 20.829710 20.975455 
 

Table 5. Test Result Parallel VPS Using 2 CPUs 
 

VPS 
1 2 3 4 5 AVG Wall 

Time Wall Time Wall Time Wall Time Wall Time Wall Time 

2 (Parallel) 167.448885 165.821469 159.581198 162.374531 164.992291 164.043675 

3 (Parallel) 90.254399 98.878628 100.984940 103.984932 94.192831 97.659146 

4 (Parallel) 70.878313 71.989660 69.189284 72.992894 71.298386 71.269707 

5 (Parallel) 51.872990 52.112349 50.783793 49.398280 53.928942 51.619271 

6 (Parallel) 24.928933 25.923894 25.389288 23.983933 22.928935 24.630997 

7 (Parallel) 19.928939 18.938478 18.983945 17.983398 18.197392 18.806431 
 

Table 6. Test Result Parallel VPS Using 4 CPUs 
 

VPS 
1 2 3 4 5 AVG Wall 

Time Wall Time Wall Time Wall Time Wall Time Wall Time 

2 (Parallel) 143.277241 161.211375 145.217200 159.599451 160.432064 153.947466 

3 (Parallel) 71.522495 70.288507 69.532607 70.259877 68.569875 70.034672 

4 (Parallel) 60.948760 61.156850 59.659891 62.236588 61.154984 61.031415 

5 (Parallel) 45.897660 42.125837 41.265930 44.246984 43.154873 43.338257 

6 (Parallel) 20.258370 19.458797 21.125487 20.256480 21.468971 20.513621 

7 (Parallel) 16.563223 17.125695 15.568637 15.125499 14.169855 15.710582 
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Figure 3. Average Time Comparison Between 1 CPU, 2 CPUs, and 4 CPUs 

 
 

The test results show how the number of 
cores and the number of VPSs affect the 
execution time of the algorithm with 500 particles. 
In the test with 1 core per VPS, the execution time 
decreased significantly as the number of VPS 
increased. Using 2 VPS takes an average of 
194.74 seconds, which is the longest time in this 
configuration. When the number of VPS is 
increased to 3 VPS, the execution time drops 
dramatically to 119.05 seconds. This drop 
continued with 4 VPS recording an average time 
of 77.61 seconds, and with 5 VPS, the execution 
time reduced again to 54.97 seconds. Better 
results were achieved with 6 VPS, where the 
average execution time was 27.79 seconds, 
while the fastest time was achieved by 7 VPS, 
which was 20.97 seconds. In the test with 2 cores 
per VPS, similar results were seen with execution 
times decreasing as the number of VPS 
increased. Using 2 VPS requires an average time 
of 164.04 seconds, while with 3 VPS, the 
execution time decreases to 97.65 seconds. This 
decrease continued with 4 VPS recording 71.26 
seconds, and with 5 VPS, the average execution 
time reached 51.61 seconds. Using 6 VPS 
resulted in an average time of 24.63 seconds, 
while 7 VPS recorded the fastest execution time 
of 18.80 seconds. The last test using 4 cores per 
VPS showed the same pattern, where the more 
VPS used, the faster the execution time. With 2 
VPS, the average execution time was 153.95 
seconds. The use of 3 VPS reduced the time to 
70.03 seconds, and 4 VPS further decreased the 

time to 61.03 seconds. The execution time with 5 
VPS was 43.33 seconds, and with 6 VPS it was 
20.51 seconds. The fastest time was achieved by 
7 VPS, with an average time of 15.71 seconds. 

Figure 3 shows the overall test results. 
The figure shows that increasing the number of 
VPS significantly reduces the execution time, 
especially when the number of cores per VPS is 
increased. In all configurations, the more VPS 
and the more cores used, the faster the 
calculation process can be completed. The use 
of 4 cores per VPS and 7 VPS resulted in the 
fastest execution time in all tests, with an average 
of 15.71 seconds. This decrease in execution 
time occurs because workload sharing becomes 
more efficient when more cores and VPS are 
used. Each VPS can handle a smaller portion of 
the total particles to be processed, so 
computationally heavy tasks can be completed in 
parallel by multiple machines at once. As the 
number of cores in each VPS increases, each 
VPS has higher processing capabilities, allowing 
more particles to be processed simultaneously. 
This drastically reduces the number of iterations 
that must be run sequentially, thus speeding up 
the overall computation process. Moreover, the 
addition of VPS also reduces the waiting time in 
the system, as the load distributed among 
multiple VPS reduces queues and bottlenecks in 
data processing. With many VPS and cores 
working simultaneously, the use of computing 
resources becomes more optimised, allowing the 
MIPSO algorithm to perform calculations in a 
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much shorter time. The combination of increasing 
the number of VPS and cores on each VPS 
simultaneously increases the efficiency of 
parallel processing, which is the main reason for 
the significant decrease in execution time in this 
test. 
 
CONCLUSION 

This research examines the effect of 
parallel processing in optimising the MIPSO 
algorithm for forecasting using the Holt-Winters 
Exponential Smoothing method. The two main 
aspects tested are the effect of the number of 
VPS and the number of cores used in each VPS 
on execution time. 

The results show that increasing the 
number of VPS significantly speeds up the 
calculation process. In the first study, using 1 
core per VPS, increasing the number of VPS 
resulted in a gradual decrease in execution time. 
The more VPS used, the greater the reduction in 
execution time that occurs, because heavy 
computational tasks can be distributed more 
efficiently to many machines. In the second 
study, in addition to the number of VPS, the effect 
of the number of cores on each VPS was also 
investigated. The results show that using more 
cores per VPS gives a significant acceleration in 
execution time. By increasing the number of 
cores from 1 to 2 and 4, the execution time is 
reduced substantially as more particles can be 
processed in parallel within each VPS. The 
combination of more cores and more VPSs 
resulted in the most optimal configuration for 
accelerating computation. 
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